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The European Optical Society Annual Meeting, EOSAM, covers all aspects of optics and photonics within several topical meetings
and sessions. The 11th EOSAM was organized by EOS and SFO onsite in Dijon, France, at the Dijon Exhibition and Convention
Center, 11-15 September 2023. It was attended by over 500 researchers, key leaders, students, and industry experts from over
34 different countries all over the world. The event provided a comprehensive overview of cutting-edge research in optics and
photonics, from fundamental to applied, and of industrial developments through more than 420 presentations in 10 thematic
sessions highlighting the most innovative and emerging research, including: silicon photonics and integrated optics, adaptive
and freeform optics, biophotonics, nanophotonics, optical materials, nonlinear and quantum optics, optical frequency combs,
ultrafast optics, optoelectronic nanotechnologies and microsystems, and optics applications. Four focused sessions completed
the panorama: specialty optical fibers, structured light, chiroptical phenomena, machine-learning for optics and photonic
computing for Artificial Intelligence (Al). This annual international congress highlighted the richness and vigor of all the optics
sectors in France, Europe and the rest of the world. An industrial session dedicated to technological innovations was
complemented by an exhibition area for the photonics industry at the heart of the conference. A round table discussion was
organized with the European Photonics Industry Consortium (EPIC), the world’s leading industry association promoting the
sustainable development of photonics organizations in Europe. The symposium demonstrated that research and technological
advances in optics and photonics are formidable drivers of economic growth and cultural vitality, while respecting the
environment.

Following the 11th EOSAM, the current special issue of Journal of the European Optical Society — Rapid Publications (JEOS-RP)
gathers thirteen papers devoted to distinct topics of the conference, such as optical materials, nanophotonics, nonlinear optics,
optical frequency combs, structured light, machine learning for optics, and various optical applications. This collection of eleven
original research papers, one short communication and one review article is presented below, highlighting some of the latest
advances in the studies presented at the conference.

Optical materials are essential for a wide range of current and future industrial applications, and generate important research
with major scientific and technological challenges. The correlation between the optical characteristics of the material and its
structure and composition is of great importance. With regard to this topic, Bravo et al. present a 3D diffusion modeling of
photopolymers as a recording media for complex diffractive optical elements [1]. In another paper, Mohand Ousaid et al. report
a more accurate Sellmeier equation derived from quasi-phase matching curves obtained from the investigation of optical
parametric generation in 1-D periodically poled LiTa03 crystals with varying periods [2]. The design of nanostructures is of
crucial importance to enhance light-matter interactions and to control field distributions at subwavelength scales. In this topic,
Shelling Neto et al. introduce a new bispectral optical cavity concept for which they design twin pairs of highly reflective, ultra-
low noise metamirrors [3].
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Light structuring has emerged as a powerful tool for controlling the propagation dynamics of pulsed beams. The ability to
manipulate and generate spatiotemporal light distributions has been enhanced in recent years, enabling us to envisage
applications across the entire spectrum of optics. Nabadda et al. present a complete Mueller matrix imaging polarimeter that
uses three liquid-crystal retarders and a pixelated polarization camera. This device is then tested experimentally by analyzing
well-known samples for structured light applications [4]. In another paper, Klingmann et al. demonstrate the parallel
generation of arbitrary arrays of Gaussian and Laguerre-Gaussian laser foci suitable for super-resolution microscopy by means of
acousto-optic spatial light modulation [5]. As in most of scientific areas, Al techniques have opened up new horizons for
photonics research in recent years. Numerical modeling using Al can achieve high efficiency and accuracy for photonics systems.
In this topical issue, by using deep neural networks into digital holographic microscopy, Cuenat et al. propose a hybrid approach
utilizing an adapted version of the GedankenNet model, coupled with a UNet-like model, for the purpose of accessing micro-
objects 3D pose measurements [6]. Nonlinear effects in optical systems are playing a prominent role in many fundamental
physics discoveries as well as emerging technologies. Here, Guezennec et al. demonstrate the generation of broadband tunable
and synchronized pulses exceeding the micro-joule level using the new concept of fiber optical parametric chirped-pulse
oscillation [7]. In another paper, Deroh et al. report the generation of multi-wavelength light sources in the 1.55 pm
telecommunication C band and then in the 2-um waveband, through enhanced four wave-mixing processes, by using a
straightforward and adaptable dual-frequency Brillouin fiber laser [8].

The fields of optics and photonics are now considered as key enabling technologies across many different industries.
Applications-centered research in optics/photonics encompass any demonstration and application of optical technologies and
instrumentation to address problems in various fields. To this regard, Lopez-Bautista et al. build an optical setup with a
hexagonal design that allowed a large number of Drosophila melanogaster cultures to be irradiated homogeneously with blue
light simultaneously, thus opening potentially their investigation at genetic, behavioral and neuronal levels [9]. Bouquet et al.
develop a real-time optical measurement system based on a customized microscope and an automatic system for non-contact
measurement of airborne fungal spores in protected crops such as strawberries, tomatoes, and cucumbers [10]. In another
paper, Bernabeu et al. investigate the role of absorption mechanism on the optimization of processing commercial polymers
under high repetition rate femtosecond laser irradiation [11]. Next, Sirvent-Verdu et al. analyze the viability of a novel recording
geometry to produce reflection holographic couplers in photopolymers without prisms [12]. Finally, Fritzsche et al. propose a
design approach for an advanced multi-channel pyrometer for bulk oven processes [13].

In conclusion, this topical issue on EOSAM 2023 contains thirteen articles devoted to the multifaceted development of ongoing
studies in the broad areas of optics and photonics. We strongly hope that this issue will lead to research inspiration and
significant advances, which will be benefiting a wide range of theoretical and applied scientists.
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Abstract. In this work a three-dimensional diffusion model is used to model photopolymers as a recording
media. This model allows us to predict the properties of the Diffractive Optical Elements (DOEs) once we
recorded into the photopolymer. This model had never been tested with more complex elements, such as
multifocal diffractive lenses, as presented in the following in this work. In addition, the model includes; the esti-
mation of the refractive index modulation, the low-pass filtering effect due to the experimental optical setup, and
the evolution of the transverse intensity distribution. In this way, the selection of the appropriate material char-
acteristics depending on the intended DOE application is made possible. Specifically, an acrylamide-based PVA/
AA photopolymer is simulated using the proposed model. Moreover, coverplating and index matching systems
are considered together to avoid the effects of thickness variation. Furthermore, in order to compare their
properties using the proposed model, we focus on Fibonacci lenses (FL), a type of bifocal lenses. This allows
us to evaluate the dependence of the focii intensity on the polymerisation rate, the diffusivity parameter, low-pass
filtering effect and the use of the index matching system for these lenses. This enables us to know the recording
parameters in order to produce this type of multifocal diffractive lenses with higher quality and precision.

Keywords: Diffractive optical elements, Photopolymers, Diffractive lenses, Diffusion model, Spatial light mod-
ulator, 4F system, PVA/AA, Intraocular lenses, Ophthalmology application, Low-pass filtering.

1 Introduction three dimensions, showing a more complex and realistic
diffusion process, as it is shown in [10]. It also introduce

Diffractive Optical Elements (DOEs) [1] have a wide range coverplating together with index matching techniques to
of practical applications in fields such as diffractive micro- avoid surface variation effects and to S}mlﬂat? the expert-
optics [2], medical laser treatments [3], and solar energy mental resul'ts. The present quk is divided in two main
concentrators [4], among others. Due to their unique prop- parts: experimental and numerical results. The numerical
erties and versatility, DOEs are commonly employed to ~ aSpect can be further subdivided into three distinct stages.
manipulate light and obtain desired light patterns. Firstly, we 'simulate the' intensity .pattern. of a complex

Photopolymeric materials offer an ideal platform for ~ DOE, specifically focusing on Fibonacci Lenses (FL)
recording DOEs due to to their favorable phase modulation ~ [11-14]- This type of lens exhibit bifocal behaviour and pre-
characteristics, as we have recently successfully modeled St the capacity to achieve two distinct and reduced focal
[5, 6]. This model reproduce the 3D phase image formation lengths by either increasing the lens order or .dec.reasmg the
in the photopolymer |7, 8], considering factors like non-local radius [15]. Secondly, we calculate the refractive index mod-
polymerisation, depth-dependent light attenuation, diffu- ulatlog resu.ltmg' from the polymerlsatlop process using our
sion process and variations in polymerisation rates, as numerical diffusion model, thereby obtaining monomer and

addressed in [9]. Furthermore, it includes low-pass filtering polymer concentration profiles over time. Finally, we use
to account for the recording optical configuration. The Fresnel propagation to illustrate the effects on the evolution

model presented also describes photopolymerisation in of axial transverse intensity distribution generated by a
zone plate composed of Fibonacci lens. Following the acqui-

sition of numerical results, we establish an experimental
* Corresponding author: juanc.bravo@ua.es setup for the production and subsequent recording of

This is an Open Access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0),
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
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polyvinyl alcohol-acrylamide (PVA/AA) based photopoly-
mer samples. This photopolymer recently was demonstrated
its capability to be used as DOE recording media and present
better behavior at low spatial frequency than other
photopolymers like HPDLC or NPC [16, 17]. Firstly blazed
gratings were recorded, then some DOEs such as axicon, fork
and blaze gratings, were recorded and fabricated [9]. The
next step is to record and optimizing more complex DOEs.
To achieve this, we use a Liquid Crystal on Silicon (LCoS)
Spatial Light Modulator (SLM) [18, 19] to obtain the desired
amplitude recording intensity of these Fibonacci Lenses and
a 4F system to record the DOE, which will enable us to mass
fabrication. Notably, our setup allows real-time adjustments
of the dimensions and magnification of the final recorded lens
through the SLM and optical 4F system. This capability
facilitates real-time monitoring during the recording process,
underscoring the predictive capabilities of our diffusion
model in relation to the experimental results.

Once these stages are shown, we present numerical
results relating to various parameters. These results include
insights into the nonlinear response of the polymerisation
rate concerning the recording intensity, the influence of dif-
ferent diffusivity values in PVA /AA solution samples, and
the utilization of coverplating techniques. Consequently,
this work allow us to explore the influence of the material
properties in the recording of Fibonacci lenses. These lenses
represent the fusion between the mathematical Fibonacci
sequence and the practical functionality of bifocal diffrac-
tive lenses, thus forming a novel intersection within the field
of optics. This unique combination not only redefines the
visual experience by optimizing near and far vision correc-
tion but also opens doors to innovative applications in fields
such as ophthalmology, including intraocular lenses.

2 Theory
2.1 Theoretical Diffusion Model

In general, DOEs formation in photopolymers depends on
several factors; the monomer and polymer concentration,
M and P respectively, the polymerisation rate, F, the
molecules diffusion inside the recording media, D, due to
Fick’s Law and the creation of holes during the polymerisa-
tion process H. The holes are the primary origin of the thick-
ness variation. We assumed that the fast swelling of the
illuminated areas (initially there is rapid shrinkage in the
illuminated areas), is due to the mass transport through
the surface, clearly faster than the diffusion in the bulk
of the material, and the surface tension forces [20]. There-
fore, the equations that govern this model are:

OME 20 (oM, g,2, 1) — Pl .2 M (3,2 1)
m

oP t
WEIED _ poa g ztyie gzt (@)
HHEIED b ()0 H(r, .2, 1) — Ko, 2 )M (2,3 2,1)

®3)

In this work, both the monomer and holes diffusivity in the
polymerisation process are consider as constants, D,,, D,
respectively. On the other hand, K represents the holes
rate generation, which is assumed proportional to F'g,
the polymerisation rate, which also depends on the reaction
rate and the recording intensity. This dependence is
given by:

Fr(w,y,2,t) = ka()I(z,y, 2) = kp(t) [I(z, y)e "]’

kR(t) = kno eort
(4)

where I(z,y) is the recording intensity, kgy is the rate
constant, y is the relationship between intensity and poly-
merisation rate, f(t) is the intensity depth attenuation
coefficient due to light absorption and a7 is the attenua-
tion of the polymerisation due to the Trommsdorff’s effect
[10]. To solve these differential equations we use Finite-
Differences Method (FDM). Thus, in our formulation these
equations can be written as:

— Az2 W5,k

Mf;k =A%k Dy |:M§I}jk‘ —2M )} + Mf‘:ij,k}

+ 85 D [ ML — 2L+ ML+
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Pl =P+ AtFRL M) (6)
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where the superscript [ represent the temporal step, while
the spatial steps in coordinate z,y, z are denoted by the
subscripts 1, 7, k, respectively. In the other hand, due to
the use of a numerical method, the Courant-Friedrichs-
Lewy condition or stability criterion must be satisfied:

1 (AzAyAz)
At < 2D, ((AyAz)2 i (AxAz)2 T (AmAy)2> (8)

To obtain the refractive index modulation during the
recording process, it is necessary to calculate monomer
and polymer concentrations during the exposure time.
Therefore, average refractive index can be measured using
Lorentz-Lorenz equation as follows:
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In this context, the subscripts m, p, h and b denote the
refractive indices of the monomer, polymer, holes and bin-
der, respectively. On the other hand, the refractive index
of interest is denoted as n, representing the average refrac-
tive index of the photopolymer. This average refractive
index depends on the concentrations of monomer and poly-
mer, as well as the initial monomer concentration, denoted
as M,. Hence, n is influenced by both spatial and temporal
variations in these concentrations.

On the other hand, local thickness variation in z and y
are determined by the volume fraction of the holes:

d(x? y) = d0($7 y) - dh(x’ y)7 (10)

where d is the thickness of the sample layer, dj is the intrin-
sic thickness (that can change due the monomer diffusion),
and d;, is the shrinkage due to the holes. In order to avoid
this thickness variation due to the holes creation and the
relief effects we used a non soluble paraffin liquid with
refractive index of 1.4679 that fits perfectly the PVA/AA
sample. So the phase change A¢ depends on:

Aglw ) = {nle )dla,g) + (e y)m) (1)

and the holes refractive index, ny, is 1 when index-matching
system is not used, and 1.4679 when we use the paraffin,
which is liquid at room temperature.

2.2 Fibonacci Lenses
The Fibonacci sequence is a recursive set of numbers that
obeys:

Fy 1++5
F7L+1 = Fn + anl lim F+1 = +2\/—

= o, (12)

where ¢ is the golden ratio. In [11] is presented a binary gen-
erating function, @, ({) for a n-phase of the FL as follows:

0 if (llo])—1)d<C<(llp])d
®,(0) = (13)

7 othercase

where [=1,2,3,...,F, and { = (7“/@)2 is the normalized
radial coordinate, with a the radius of the lens and
v { € [0, 1], plus this interval is segmented into F,,; subin-
tervals of length d = 1/F, ;. | 2], denotes the floor function
of x, which yields the largest integer less than or equal to x as
its output. In Figure 1, the generation of a binary Fibonacci
function is presented. This function obeys the recurring set
Sut1 = {5,5,-1}. Then, a binary (0,7) Fibonacci phase
function ®,({) is constructed. Finally, the radial profile is
generated by mapping the axial reduced coordinate with
the lens radius, a. To achieve this, we first establish two seed
or starter sets, Sy = [r] and S; = [0]. Subsequently, follow-
ing the recurrence law, set S5 is constructed. The construc-
tion proceeds to the desired order, as depicted in Figure 1,
which is illustrated up to the 6th order. Once the final set,
Sg, is constructed, we normalize its length to unity and
establish the correspondence between the radial normalized
coordinate { and the lens radius a.

3 Experimental Setup
3.1 Photopolymeric solution

The photopolymeric media is a Polyvinilalcohol-Acrylamide
(PVA/AA) solution based on water. PV A is used as support
polymer or binder, triethanolamine (TEA) as electron
donor, acrylamide (AA) as monomer, Yellow Eosine (YE)
as a dye and NN’ methyl-bisacrylamide (BMA) as a
crosslinker. In Figure 2, a photochemistry scheme of the
photopolymerization reaction is shown to facilitate com-
prehension of the role played by each compound.

On the other hand, in Table 1, the different compounds
and their proportions are presented.

This photopolymeric solution is sensitive to green light
(A =533 nm) and transparent for red light (2 = 632 nm)
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due to the addition of Yellowish Eosine (YE). Subse-
quently, the next step involves depositing the PVA/AA
solution onto glass substrates of 6.5 x 2.6 cm?, typically
employing a volume of 1500 pl to achieve a thickness rang-
ing from 100 to 130 pum. The drying process typically
requires an operational window with a temperature of
24°C and a humidity of 60%. It is necessary to ensure that
this deposition is conducted on a flat levelled surface to min-
imize thickness variations across the sample. Furthermore,
it is essential to allow water vapor dissipation from the sam-
ple, avoiding complete enclosure during the drying process.
Regarding the polymerisation reaction, there are two

distinct mechanisms to induce phase modulation within
the photopolymer. These mechanisms involve either alter-
ations in surface height (thickness) or modulation of refrac-
tive indices. To minimize thickness variation an “index
matching system” is implemented. A brief scheme of this
system is presented in Figure 3. This system entails the
utilization of a liquid paraffin with a refractive index of
ny, = 1.4679, closely matching that of the compounds pre-
sent in the PVA/AA photopolymer solution. Additionally,
a coverplate is employed to physically restricting the
surface. This system affords us the capability to maintain
a consistent photopolymer thickness, and preserve the
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Table 1. Formula used for elaborating the photopolymeric solution to recording DOEs.

Composition of the liquid solution of PVA/AA based photopolymer

Compounds pure TEA PVA (8% w/v) YE (0.8% w/v) BMA TEA & AA
Proportion 200 wl 10 ml 280 pl 100 mg 1400 pl
coverplate
(a) (b) Lo . index matching (C) 2000 pm
. paraffin —

drying process
24-36 hours

PVA/AA ~

solution

W DOE

recording
A = 533nm

Fig. 3. Schematic of index-matching system. (a) after 24 hours of drying, paraffin and coverplate glass are put over the PVA/AA
sample. (b) The final sample is ready to be placed into the experimental setup presented in Figure 4. (¢) Fibonacci lens about 2000 pm

of radius is recorded into the sample.

recorded DOE, while ensuring that phase modulation is
contingent solely upon refractive index modulation.

3.2 Set-up used for recording FL

Figure 4 represents the scheme of the set-up used, which
includes a spatial light modulator (SLM) based on liquid
crystal on silicon (LCoS) to generate FL patterns working
in amplitude mode. In this set-up, we can distinguish two
distinct arms. The recording arm is formed by the green
beam provided by a 533 nm laser. This recording light is
directed towards the SLM based on LCoS which has a res-
olution of 1920 x 1080 px? and a 8 um pixel pitch. Two
Linear Polarizers (LP) are used in +45° and —45° to lin-
early polarize the green beam since the SLM operates in
amplitude-only mode. After modulating the recording
beam, a 4F system is used to reproduce the image in the
PVA/AA sample. This enable us to adjust the final magni-
fication of the recorded lenses. This takes importance in the
diffraction efficiency, since the resolution of the white and
black rings are crucial for the correct formation of the mul-
tifocal phase lens. In our work, we employed a 2:3 image
scale by using lenses L4 and L3. Thus, reducing the size
of the image enables the recording of higher spatial frequen-
cies. Therefore, lenses with shorter focal lengths can be
recorded compared to previous works [8]. The other arm
utilizes a laser with a wavelength of 632 nm for the read-
out process. Thanks to a red filter (RF), only the light from
the reading can reaches the CCD camera positioned on an
axial scanning platform, which is used to locate the two
focal points of a FL. The use of a CCD camera enables us
to acquire detailed information about the diffraction

pattern at each step along the axial platform with high res-
olution. On the other hand, the use of diaphragm D3
enables us to filter high frequencies and speckles. The final
resolution of the lens depends on the diameter of the dia-
phragm, the alignment of the recording and read-out
beams, and the lens aperture. Regarding the diaphragm
size, diameters smaller than 0.6 cm adversely affect the final
diffraction pattern recorded by the lens.

4 Results and discussion

We choose Fibonacci lenses for their complexity and practi-
cal applications to test the model’s accuracy. We simulated
the recording of a FL profile after 150 s of exposure time
and a material with a thickness of d =100 pm. As it is
shown in [11], FL produce two focal points. To validate
this, an analysis will be conducted on the variation of
axial intensity distribution, considering the influence of
the factor y from equation (4).

4.1 Comparison between experimental and numerical
results

Once the FL intensity pattern, shown in Figure 1, is pro-
jected onto the photopolymeric material, the diffusion pro-
cess begins. This leads to a modulation of the refractive
index during the exposure time in the sample section
(Figure 5a). The use of a 4F system for forming images of
these lenses in the material plane implies a non-ideal forma-
tion. The resolution of the optical system is affected by the
use of a diaphragm between the lenses, as well as the size
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Fig. 4. Set-up used to record FL and to analyze in real time the formation and the different focal points. Where D is a diaphragm, L
denotes a lens, SF'is a spatial filter, BS is a beam splitter, M is a mirror, LP is a linear polarizer, and RF is a red filter.

and numerical aperture of the lenses themselves. These
optical components act as a low-pass filter, eliminating
the higher spatial frequencies. This has a direct result on
the modulation of the refractive index of the lens, as shown
in Figure 5b). Therefore, the refractive index modulation
profile is smoothed in the areas where more gradient exists.

Once the refractive index modulation, n({), has been
obtained, a plane wave is propagated through the material
to simulate its reconstruction. The axial irradiance distribu-
tion produced by an FL and its associated Fresnel Zone
Plate (FZP) can be calculated with the Fresnel-Kirchhoff

integral:
1 .
/ exp (—i2nul) exp <w> d¢
0

2

I(u) = 4n*u? (14)

Where u = a?/2/z is the axial reduced coordinate, A = 632
nm, 27n({)d/ A is equal to the phase change Ag in equation
(11), z the axial distance from the material and { is the
input plane spatial coordinate. Figure 6 presents a heat
map representing the intensity distribution for a transverse

cross section of the area close to the Fibonacci lens. The
relationship between the two focal points is given by
fi/fr=F./F,_1 =~ ¢. Therefore, foci approaches the axial
positions fi = a?/2AFs = 11.52 c¢cm and f, = a?/2AFy =
7.11 cm. Moreover, the farther focal point is broader than
the close one, as predicted in [11]. In addition to this, the
broadening relation shows that the far focii lobe, in f;, is
¢@? times broader than the second lobe in f.

This result is also obtained using the diffusion model,
and the main difference between the curves lies in the
decrease of the intensity of the shortest focal point f,. This
decrease is due to the low-pass filtering of the 4F configura-
tion. The higher spatial frequencies disappear and affect the
intensity and energy of the lowest focal point, f,. Further-
more, it is important to note that the proposed diffusion
model aims to accurately simulate the real photopolymer-
ization process, thus revealing the fundamental properties
of a Fibonacci lens.

The experimental data, presented in Figure 6, were
obtained using a 12.3-megapixel color camera with a CMOS
sensor. We were able to observe the formation of the focal
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Fig. 6. Evolution of the axial and transverse intensity distribution for a ®y({) Fibonacci Lens with a radius of ¢ = 1.75 mm and the
result obtained using the proposed diffusion model and the experimental results. Heat map plot corresponds to the intensity

distribution of an ideal FL.

points in real-time while recording the lens. At each time
step, corresponding to each spatial step of the linear stage
on which the camera is positioned, we computed the aver-
age intensity of diffracted light at the center of the lens.
However, experimentally the intensity maximums are not
as sharp as the numerical results due to the small relative
transverse width of the foci. This transverse width is around
10 microns in diameter, see heat map in Figure 6, which
affects the average intensity calculation. Nevertheless, both
focal points can be located. The blue line, labeled as Diffu-
sion Model, in Figure 6 is the result obtained in equation
(14) after numerically determining the average refractive
index. The red dotted line, labeled as Ideal, corresponds
to the diffraction pattern with Fresnel-Kirchhoff integral
but using the Fibonacci phase function (13) instead of the
phase change due to refractive index modulation from equa-
tion (11).

We observed that both experimental focal points fall
within the range predicted by the diffusion model and the
ideal result. Furthermore, the ratio of the width of the

longer focal point, f;, and the shorter focal point, f,, corre-
sponds to the relationship fi/f =~ ¢.

4.2 Influence of the parameter yLg

The parameter y represents the non-linearity of the poly-
merization rate with the incident light into the material
[23]. This factor relates diffusion with photopolymerization
process, showing the saturation possibility of the phase
modulation rate. Figure 7 shows the numerical influence
of non-linearity on diffraction efficiency at each focal point
for various exposure times. In Figure 8, we present the
numerical results for each y value. The focal points are
clearly visible, showing for y = 0.5, the diffraction efficiency
is higher than that for a linear relationship, such as y = 1.
This result demonstrates that the photopolymer phase
modulation depends on the exposure, which, in turn, relies
on irradiance and time. The intensity of the green laser
beam (532 nm) used for the recording process was
1.5 mW /em?, with a diffusivity value of D,, =2 - 1072 um?/s.
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recording produced by a @g(a = 1.75mm) FL for different values of y obtained by the diffusion model and the ideal result (represented
in red dotted line). The heat-map above corresponds to the simulation for y = 0.5 for an ideal lens.

4.3 Influence of the diffusivity parameter D,,Lg

The diffusivity value of the PVA/AA photopolymer
depends on several factors, including the proportions of
the compounds, environmental temperature, and humidity,
as studied in [24]. The mean diffusivity values fall within
the range of D,, € [107?,10%] pm?/s. Therefore, we can cal-
culate how the diffraction efficiency of FL is affected by
changes in diffusivity using the proposed model. In Figure 9,
the simulated normalized intensity in each focal point is
represented for different exposure times and for different
values of mean photopolymer diffusivity. As it is shown,
for higher values of the mean diffusivity parameter, the
numerical results reach higher diffraction efficiency values

for lower exposure times. Despite this, for lower values such
as 0.02 pm? /s, there are less perturbations due to there are
less phase profile changes than for higher values of D,,. This
distribution is due to the liquid behavior of the photopoly-
mer [25]. When the recording media is more liquid (higher
mean diffusivity), the photopolymerization process takes
less time to achieve the estimated diffraction efficiency.
Hence, for lower values of mean diffusivity, the axial irradi-
ance distribution decreases in general terms because the dif-
fusion process has not yet completed. So, these numerical
simulations allow us to fit the exposure time of recording
this lenses for achieving higher diffraction efficiency. Show-
ing that only 60 seconds of recording for an irradiance of
Iy =1.5 mW/cm? is enough to obtain higher diffraction
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efficiencies for higher diffusivities; around 80% for the
large focal lenght, f;, (9(a)). Approximately 60% diffraction
efficiency is achieved for the shorter, f;, as depicted in
Figure 9(b). It is important to mention the impact of low-
pass filtering, which directly influences the diffraction effi-
ciency of the focal points. For the shorter focal point, f;,
the diffraction efficiency is lower than the longer focal point
fi regardless of the diffusivity. This is due to the elimination
of the higher spatial frequencies with low-pass filtering. On
the other hand, extending lens recording for a prolonged
period of time, the diffraction efficiency reaches its maxi-
mum level for lower values of mean diffusivity, which
may be slightly higher than for higher mean diffusivities.
Thus, if the mean diffusivity is small and the exposure time

is long enough, the lens image can be formed more accu-
rately and reaching higher diffraction efficiencies while
avoiding overmodulation.

4.4 Influence of the coverplate

The application of coverplating and index matching tech-
niques enables precise control over the thickness of pho-
topolymeric material. In Figure 10, we present the
numerical normalized intensity of each focal point, for f
(a) and for f; (b) as a function of exposure time, comparing
results with and without the implementation of the cover-
plating technique. The numerical data shows that, for the
same exposure time, higher diffraction efficiency can be
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achieved when using lower values of the mean diffusivity
parameter, D,,. This is particularly significant when using
the coverplate. Consequently, these techniques take into
account that, when the photopolymer’s diffusivity is low,
the effects of thickness variation and refractive index
modulation are negligible. Furthermore, Figure 10 under-
scores the significance of exposure time in the case where
coverplating is not employed. In general terms, the use of
the index-matching technique allows us to achieve higher
diffraction efficiencies with shorter exposure times in every
focii. The energy distribution behavior across the exposure
time is similar in both cases; however, the main difference
lies in the higher diffraction efficiency achieved with the
cover plating application, along with a higher mean diffu-
sivity parameter. This behaviour can be understood
through the physics of the index-matching and coverplating
system. Avoiding thickness variation permits only modula-
tion in the refractive index of the photopolymer when the
incident light is recorded. Nevertheless, index-matching
reduces the measured monomer diffusion by more than a
factor of 10 [20]. This result is coherent when considering
the rapid rates of surface recovery and monomer diffusion
through the surface.

5 Conclusions

Fibonacci lenses have been recorded in PVA/AA based
photopolymers. Upon obtaining theoretical results using a
3D diffusion model with low-pass filtering of the amplitude
image of these lenses, a value for y can be proposed. This
value is established by relating the recording intensity to
the polymerisation rate. Accordingly, lower values of y yield
higher diffraction efficiencies, which explains the correlation
between exposure and phase modulation. On the other
hand, it is crucial to emphasize the significance of employing
index matching and coverplating techniques. Particularly,
for lower mean diffusivity values, these techniques carry
great importance to achieve higher diffraction efficiency
within reduced exposure times. Nevertheless, when consid-
ering longer exposure times in the absence of coverplating,
variations in thickness become more significant. Further-
more, the experimental setup and index-matching system
proposed enable us to efficiently mass-produce and preserve
these types of lenses. Consequently, the diffusion model has
the capability to fit parameters such as exposure time, dif-
fusivity, and recording light intensity, thus yielding results
similar to experimental findings. Another conclusion drawn
from this work is the predictive capability of the model
when studying the diffraction efficiency of the focal points.
Incorporating the low-pass filtering intrinsic to the experi-
mental optical system into the model allows us to obtain sig-
nificantly more realistic results. The elimination of higher
spatial frequencies has a direct effect on the energy distribu-
tion of the diffracted light. Thus, distributing more energy
to the longest focal point than to the shortest one, in line
with what was obtained experimentally for a Fibonacci lens.

To sump up, the experimental results obtained clearly
show the bifocal behaviour of these lenses in spite of the
narrow diffracted light spot. It should be noted that the
3D model does not simulate perfect illumination. This is

due to the consideration of a low-pass filtering in the ampli-
tude image to replicate the effect of the experimental setup.
Therefore, resulting in the observed intensity distributions
of the two focal points in both experimental and simulated
data.

This study represents an ongoing experimental investi-
gation with a significant potential. Bifocal diffractive lenses
have a broad spectrum of applications in various fields, such
as ophthalmology and X-ray microscopy. For example, in
the field of ophthalmology, Fibonacci lenses can be used
as intraocular progressive lenses to effectively manage pres-
byopia in patients.

Funding

Funded by the “Generalitat Valenciana” (Spain) (IDIFEDER/
2021/014, cofunded by EU through FEDER Programme; PRO-
METEO/2021/006 and INVEST/2022/419 financed by Next
Generation EU), “Ministerio de Ciencia e Innovacién” (Spain)
(PID2021-1231240B-100 and PID2019-106601RB-100).

Conflicts of interest

The authors declare that they have no known competing financial
interests or personal relationships that could have appeared to
influence the work reported in this paper.

Data availability statement

The data that support the findings of this study are available from
the corresponding author upon reasonable request.

Author contribution statement

Following the taxonomy of CRediT, the contributions of each
author are as follows:

J. C. Bravo contributed to the conceptualization, formal anal-
ysis, investigation, methodology, resources, software development,
data curation, visualization, and writing of the original draft as
well as the review and editing of the manuscript.

J. J. Sirvent-Verdu participated in the conceptualization, for-
mal analysis, investigation, and visualization.

J. C. Garcia-Véazquez was responsible for data curation and
visualization.

A. Pérez-Bernabeu
visualization.

J. Colomina-Martinez contributed to the conceptualization,
formal analysis, software development, and visualization.

R. Fernandez was involved in project administration,
conceptualization, investigation, resources, supervision, val-
idation, and visualization.

A. Marquez focused on funding acquisition, investigation,
resources, supervision, validation, and visualization.

S. Gallego was responsible for funding acquisition, project
administration, conceptualization, investigation, methodology,
resources, supervision, validation, and visualization.

also handled data curation and

References

1 Kazanskiy N. (2018) Opt. Tec. Tel. 10774, 206.

2 Rossi M., Kunz R., Herzig H.P. (1995) Appl. Opt. 34, 5996.

3 Kim H., Hwang J.K., Jung M., Choi J., Kang H.W. (2020)
Biomed. Opt. Exp. 11, 7286.



10

11

12

13

14
15

J. Eur. Opt. Society-Rapid Publ. 20, 32 (2024) 11

Huang Q., Wang J., Quan B., Zhang Q., Zhang D., Li D.,
Meng Q., Pan L., Wang Y., Yang G. (2013) Appl. Opt. 52,
2312.

Lawrence J., O'Neill F. (2001) J. Sheridan. Optik. 112, 449.
Ferndndez R., Gallego S., Marquez A., Navarro-Fuster V.,
Beléndez A. (2016) Materials. 9, 195.

Bowley C., Crawford G. (2000) Appl. Phys. Lett. 76, 2235.
R. Fernandez, S. Gallego Rico, A. Marquez, J. Francés, C.
Neipp, D. Puerto, E.M. Calzado, I. Pascual Villalobos, A.
Beléndez. Proc. SPIE. 11367: 113671E (49) (2020).
Fernandez R., Gallego S., Marquez A., Neipp C., Calzado E.,
Francés J., Morales-Vidal M., Beléndez A. (2019) Polymers.
11, 1920.

Kelly J.V., O’Neill F.T., Sheridan J.T., Neipp C., Gallego S.,
Ortuiio M. (2005) J. Opt. Soc. Am. B 22, 407.

Monsoriu J.A., Calatayud A., Remon L., Furlan W.D.,
Saavedra G., Andrés P. (2013) IEEFE Photonics J. 5, 3400106.
Ferrando V., Calatayud A., Andrés P., Torroba R., Furlan
W.D., Monsoriu J.A. (2014) IEEE Photonics J. 6, 1.
Calatayud A., Ferrando V., Remén L., Furlan W.D.; J.A.
(2013) Monsoriu, Opt. Exp. 21, 10234.

Cheng S., Liu M., Xia T., Tao S. (2018) Laser Phys. 28.
Ke J., Zhang J. (2016) Opt. Commun. 368, 34.

16

17

18

19

20

21

22

23

24

25

Fernandez R., Gallego S., Marquez A., Francés J., Martinez
F., Pascual 1., Beléndez A. (2018) Opt. Mater. 76, 295.
Infusino M., De Luca A., Barna V., Caputo R., Umeton C.
(2012) Opt. Exp. 20, 23138.

G. Lazarev, P.J. Chen, J. Strauss, N. Fontaine, A. Forbes,
Opt. Exp. (2019).

Yzuel M.J., Campos J., Marquez A., Escalera J.C., Davis J.
A., Temmi C., Ledesma S. (2000) Appl. Opt. 39, 6034.
Gallego S., Fernandez R., Marquez A., Ortusio M., Neipp C.,
Gleeson M.R., Sheridan J.T., Beléndez A. (2015) Opt. Lett.
40, 3221.

Weiser M., Bruder F., Féacke T., Honel D., Jurbergs D., Rélle
T. (2010) Macromol. Symposia 296, 133.

Wu D., Huang Y., Zhang Q., Wang P., Pei Y., Zhao Z.,
Fang D. (2022) Journal of the Mechanics and Phys, Solids
162.

Gallego S., Marquez A., Guardiola F.J., Riquelme M.,
Fernandez R., Pascual 1., Beléndez A. (2013) Opt. Exp. 21,
10995.

Gallego S., Marquez A., Ortuiio M., Francés J., Marini S.,
Beléndez A., Pascual 1. (2011) Opt. Ezp. 19, 10896.

Close C.E., Gleeson M., Mooney D.A., Sheridan J.T. (2011)
JOSA B. 28, 842.



J. Eur. Opt. Society-Rapid Publ. 2024, 20, 41

© The Author(s), published by EDP Sciences, 2024
https://doi.org/10.1051 /jeos /2024034

Available online at: https://jeos.edpsciences.org

EOSAM 2023
Guest editors: Patricia Segonds, Guy Millot and Bertrand Kibler

RESEARCH ARTICLE OPEN g ACCESS

Journal of the European Optical
Society-Rapid Publications

Temperature dependence of LiTaOj; refractive index: Corrections of

Sellmeier equation

Safia Mohand Ousaid'*, Kai H. Chang"?, Lung H. Peng?, and Azzedine Boudrioua'

!Laboratoire de Physique des Lasers, CNRS UMR 7538, Université Sorbonne Paris Nord, 99 avenue JB Clément,

93430 Villetaneuse, France

2 Graduate Institute of Photonics and Optoelectronics, GIPO, National Taiwan University,

No. 1 Sec 4 Roosevelt Rd., Taipei 106, Taiwan

Received 31 January 2024 / Accepted 22 July 2024

Abstract. We report a new and more precise Sellmeier equation obtained by using the analysis of quasi-phase-
matching curves of the optical parametric generation (OPG) in 1D periodically poled LiTaO3 (1D-PPLT) of

different grating periods.
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1 Introduction

Lithium tantalate (LiTaO3) possesses unique electro- optical,
pyroelectric and piezoelectric properties combined with good
mechanical and chemical stability, a high optical damage
threshold [1], high resistance to photo-refractive effects, high
non-linear coefficients [2], and a broad transparency range
spanning from 280 to 5500 nm allowing for frequency conver-
sion ranging from UV to infrared [3, 4]. These characteristics
render it highly suitable for numerous applications, particu-
larly in the field of nonlinear optics, makes it a very interest-
ing material for the realization of non-linear periodically
polarized components [5] including electro-optical modula-
tors, pyroelectric detectors, optical waveguides and SAW
substrates, piezoelectric transducers, etc. [6, 7).

LiTaO3 is a nonlinear positive uniaxial crystal with low
birefringence and belongs to the 3 m (Csy) trigonal crystal-
lographic group [8]. The elements of its second-order tensor

x@) allow for three more types of nonlinear interactions:
0-00 (d22, d21, d16)7 €-00 (dgl, d32), and o-eo (d24, d15) [8]
Because of the highest nonlinear susceptibility tensor
element d33 ~ 16 pm/V, the most commonly used nonlinear
interaction is e-ee, where an extraordinary wave generates
two other extraordinary waves. In addition, for these inter-
actions, only the extraordinary index is needed [9].
Accurate knowledge of the dispersion of the extraordi-
nary refractive index is crucial for designing frequency con-
version devices as well as interpreting experimental results
of nonlinear interactions. Typically, an accuracy exceeding
10~ of the refractive index is needed to correctly predict
phase matching terms of frequency conversion processes [§].

* Corresponding author: safia.mohandousaid@univ-paris13.fr

Various techniques are employed to measure refractive
index variations [10]: spectrophotometry, ellipsometry, m-
lines, and minimum deviation can yield measurements with
accuracies ranging from £0.05 to £107>.

Besides, directly deducing the Sellmeier equation from
experimental phase matching curves [11] offer an accuracy
greater than 10~* and makes this technique highly effective.

Different processes are reported such as the sphere
method developed by Boulanger et al. [11].

Another method is to deduce the Sellmeier equation
from the curves of the quasi-phase matching obtained by
characterizing samples of several periods by varying the
pump wavelength [12] or varying the temperature [13-15].
Indeed, a simultaneous interpolation of all the quasi-phase
matching curves measured, allows to fit all the coefficients
of the Sellmeier equation and thus, to find out a very precise
index dispersion of the crystal studied [5, 11]. It should be
noted that LiTaO; exists under different types: stoichiomet-
ric (SLT), congruent (CLT), and doped stoichiometric. Sev-
eral investigations have reported the Sellmeier equation for
the various lithium tantalate types. However, as far as our
knowledge extends, only three versions of the Sellmeier
equation have been reported in the literature specifically
for the CLT type [13-15]. In 1996, Abedin et al. [13] defined
the Sellmeier equation of LiTaO3-CLT using the experimen-
tal measurement. Then, Mayen et al. [14] and Bruner et al.
[15] derived this equation from the phase matching curves.

While the existing studies [13-15] concern the entire
transparency range of LiTaOs; and cover a sufficient
temperature interval, we recently showed a significant
discrepancy between these different Sellmeier equations
and theoretical and experimental measurements, as well.
Moreover, when encountering several nonlinear phenomena

This is an Open Access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0),
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
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in the same sample, especially at high power pumping, the
interpretation using these established Sellmeier equations
proved challenging [16].

In this work, we propose a novel and more accurate
Sellmeier equation derived from quasi-phase-matching
curves obtained from the investigation of optical parametric
generation (OPG) in 1D periodically poled LiTaOs
(1ID-PPLT) crystals with varying periods.

Sellmeier equation which contains the dependence of the
refractive index on temperature is essential to consider
thermos-optics effect when developing functional optical
systems, particularly in applications where stability and
control of optical properties are crucial, such as frequency
generation devices, sensors, and stabilized lasers.

2 Experimental procedure and method

In order to study the optical parametric generation (OPG)
process in PPLT crystals, we used the experimental setup,
which its simplified scheme is depicted in Figure 1.

We used the one dimension periodically poled LiTaO;
(1D-PPLT) nonlinear photonic crystals fabricated by the
electric poling technique [17]. The investigated grating peri-
ods A include 8.08 pm, 8.29 um, 8.43 pm, 8.52 pm and
12 pm. The filling ratio is 50%, chosen to obtain the most
efficient frequency conversion [18]. The samples were made
on z-cut congruent-grown LiTaOjz; with dimensions of 1.5
(W) x 2 (L) x 0.5 (thickness) cm®.

The samples are pumped by a Q-switch doubled Nd:
YAG pump laser frequency doubled at 532 nm with a pulse
duration of 0.5 ns. The pulse repetition rate can be adjusted
from 10 Hz to 1 kHz. A half-wave plate is used to control
the polarization of the pump beam, which is aligned with
the PPLT z-axis in order to take advantage of the crystal
largest nonlinear coefficient dsz. The samples are placed
on a temperature controller, allowing the crystal tempera-
ture to be adjusted within a range of 40 °C to 200 °C with
an accuracy of £0.1 °C. The optical parametric generated
(OPG) beam is coupled to a 50 pm optical fiber using an
optical lens followed by microscope objective. The optical
fiber is connected to an optical Spectrum Analyzer (OSA,
ANDO AQ6315A), which can take measurement with a
spectral coverage from 350 nm to 1750 nm with a resolution
between 0.05 nm and 10 nm. A 532 nm stop-band filter was
used to absorb the residual output pump beam.

For each sample, we measured the corresponding OPG
spectra with a resolution of 0.5 nm. The measurements were
performed over a temperature range from 40 °C to 200 °C,
with increments of 2 °C, and a pump energy of 15 pJ.

Subsequently, we developed a specific Matlab code
capable of simultaneously fitting all the measured OPG
spectral data corresponding to a temperature ranging from
40 °C to 200 °C for a give QPM period in the PPLT
samples. This code is employed to derive the Sellmeier
equation which, together with the grating period of the
PPLT sample, fulfils the conservation of momentum for
the pump, the signal, and the idler wavelength in the basic
quasi phase matching (QPM)- OPG conditions as follows.

For fulfilling the law of energy conservation, the wave-
lengths of the pump, the signal, and the idler of 4,, 4, 4; obeys:

1D - PPLT

TE Nl q f
—+—HH— Hill—
.4 Obj i E

0OSA

Pump
532nm /0.5 ns
Oven

Figure 1. Scheme of the experimental setup utilized for the
optical characterization of nonlinear photonic crystals.

1 1 1

Lo + p» (1)
The conservation of momentum expressed by the QPM-

OPG condition for a given PPLT periodicity of A is:

nep(/lln T) . nes(i& T) _ nei()vh T) o m
7 7 7 A(T)

=0 (2

Where 4, ; denote the wavelengths of the pump, signal and
idler. n,,; represent the extraordinary refractive indices
corresponding to the pump, signal and idler, respectively.
m is an integer that defines the order of the quasi-phase
matching, and A signifies the period of the lattice.

Additionally, we consider the thermal expansion effect
of the lithium tantalate lattice, as described by Y.S. Kim
et al. [19].

A(T) = A(20°C)[1 + 1.6 x 107°(T — 20°C)
+7x107°(T —20°C)°] (3)
The used Sellmeier equation model is based on the formula-
tion reported by [7, §]:
B+ b(T)

ne( T) = A+ 35— (C+ 1)

+DF* (4)

22— F?

A, B, C, D, F and F are constant parameters, b and c¢ are
coefficients that vary with temperature. The wavelength A
is expressed in micrometers.

For determining the latter formulation, we consider the
OPG-(signal, idler) wavelength data obtained from the five
sets of PPLT samples of QPM periodicity A in 8.08 pm,
8.29 um, 8.43 pm, 8.52 pm and 12 pm, respectively, over
a temperature range from 40 to 200 °C. We, then, apply
equation (4) to retrieve the corresponding coefficients from
A to F for the temperature dependent Sellmeier Eq. with
our Matlab coding subject to the least square method. In
writing the Matlab codes to solve the Sellmeier equation,
we have taken into account the QPM-OPG processes and
considered the lattice thermal expansion effect [19].

3 Results and discussions

As an example, the OPG spectra, recorded at T = 110 °C
and a pump energy of 15 pJ for 1D-PPLT with a period
A = 8.29 pum shown in Figure 2(a), reveal two peak wave-
lengths at (851, 1418) nm which corresponds to the signal
and idler, respectively. The mapping of signal and idler



J. Eur. Opt. Society-Rapid Publ. 20, 41 (2024)

a0l As =851 nm |
E (a) Ai=1418 nm
m 45} i
S 45
5 50 .
3
Q 55} .
E 60} Ap=532nm .
b3
O 6 W \k—\_v,\_l -
70+

400 600 800 1000 1200 1400 1600
Wavelength (nm)

35
ey (b) £
40 m

—_ —_ T
£ 1400 45 L
£ 45 g
S 1200 A=28.29 um 50 ©
[S)) Q
: —
© 1000 55 =
) s
> 3
© o
S -
5 O

-

o

70 O

80 100 120 140 160 180 200

Temperature (°C)

Figure 2. (a) Spectrum of the signal (851 nm) and idler
(1418 nm) measured at 110 °C. (b) OPG map from 40 °C to
200 °C generated from 1D-PPLT of A = 8.29 pm at 15 pJ.

wavelengths generated by the OPG process as a function of
temperature ranging from 40 °C to 200 °C are represented
in Figure 2(b).

Note that for the 12 pm period PPLT sample, the spec-
tral detection limits of the OSA prevent to record the idler
waves in the mid-infrared (3 pm) spectral regime. Thus, the
corresponding idler wavelengths, between 3.355 pm and
3.67 um, are calculated from the measured signal waves.

For instance, Figure 3. displays the variation of the sig-
nal wavelength as a function of temperature for 1D-PPLT
samples of A = 8.52 pm and A = 12 pum, respectively.

Our experimental data are compared to those calculated
by using the three Sellmeier models already reported
[13-15]. It is worth noting that similar results have been
obtained in the case of the idler.

It is evident that the experimental signal wavelengths
differ from those calculated by the existing formulae of Sell-
meier equations cited in references [13-15]. This discrepancy
is more pronounced when using the equation proposed by
Abedin et al. [13], where the wavelength of OPG-signal/
idler deviates significantly with the temperature increase.
This variation can be attributed to the optical reflection
measurement technique used to retrieve the raw refractive
index data cited in [13] to define the Sellmeier equation.
The divergence is less pronounced with the predictions
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Figure 3. Signal wavelengths vs. temperature for 1D-PPLT of
(a) A = 8.52 pm and (b) A = 12 pm.

made by the other two variants of Sellmeier Eq. in [14]
and [15].

Although the discrepancies between theoretical and
experimental results may be attributed to various sources
of errors, such as pump and temperature fluctuations, pos-
sible irregularities in the periodic lattice, equipment preci-
sion, and measurement errors, the observed divergences
are significant and increase with the rise in temperature
and period. For instance, using the equation provided by
Meyn et al., a variation of the period ranging from
0.004 pm to 0.03 pm is observed when the temperature var-
ies from 40 °C to 200 °C for the sample of a period of
8.52 um. A substantial deviation (0.2 um at 200 °C) is
noted for the sample with a period of 12 pm.

Again, these results emphasize the importance of pre-
cisely determining the Sellmeier coefficients.

Finally, we analyzed the results obtained from the study
of the five sets of 1D-PPLT samples of QPM periodicity A
in 8.08 pm, 829 pm, 8.43 pm, 8.52 pm and 12 pm, as
reported on Figure 4. for the signal (note that similar work
was performed in the case of the idler, as well).

The experimental data were fitted using the same Sell-
meier equation, allowing us to determine the best results
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Figure 4. Theoretical (red line) and experimental Signal
wavelengths (squares) as a function of the temperature for 1D-
PPLT A = 8.08 pm, 8.29 um, 8.43 pm, 8.52 pm and 12 pm.

Table 1. Sellmeier equation parameters verifying the
QPM wavelengths over the range 0.6-3.6 pm and 40—
200 °C.

A 4.5281

B 0.00724542

C 0.2439

D —0.02172

E 0.07858

F 0.1835

b(t) 2.5488 x 10~ °T?
c(t) 1.6225 x 10~°T?

obtained giving the new coefficients of the Sellmeier equa-
tion are as reported in Table 1.

Note that the fitting process involves both the signal
and the idler. The resulting equation is valid for wave-
lengths between 0.6 pm and 3.6 pm and for a temperature
range between 40 and 200 °C.

It is important to indicate that the above parameters
have different influences. For example, unlike parameter
A, a small variation in parameter B results in a significant
change in n.

To confirm these results, we first conducted a compara-
tive study between the experimental results and theoretical
simulations using the new equation.

To illustrate the validity of the proposed equation, we
compared the effective periods of the studied samples with
those obtained from the different Sellmeier equations.
Because the period is a physical property given by the fab-
rication procedure, we used the different equations to calcu-
late the periods of the 5 1D-PPLT gratings studied, from
the OPG measurements. The results obtained show signifi-
cant divergences as indicated in Figure 5. In fact, this figure
reports the difference between the calculated values and
those given by the fabrication technique (named period
error). However, this difference is negligible when using
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Figure 5. The period error at T'= 110 °C.
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Figure 6. Comparison of the extraordinary refractive index
dispersion n, as a function of wavelength obtained using the
previous Sellmeier equations and the new proposed equation. (a)

= 25 °C and (b) T = 200 °C. The zooms represent the
difference of refractive index values obtained with the new
equation and the previous ones.

the equation that we propose in this work. This further con-
firms the validity of this new equation.

To go further in the analysis of the validity of our new
corrected sellmeier equation related to already published
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ones, we present in Figure 6 the plot of dispersion curve for
n, with wavelength at room temperature and 200 °C,
respectively.

Considerable deviations are observed between the
refractive indices plotted using different Sellmeier equations
compared to the one proposed in this work. The most signif-
icant differences are obtained with the refractive index cal-
culated from the equation given by Bruner et al. [15], and
this holds across the entire wavelength range for both
T = 25 °C and 200 °C. At low temperatures, the difference
increases with the increase of wavelength, especially for
wavelengths close to the infrared region. The calculated
error of the extraordinary refractive index ranges between
—6.107% and 7.1073. These discrepancies are substantial en-
ough to introduce errors in the design of optical devices.

4 Conclusion

Our exploration of optical parametric generation with
respect to temperature variations in PPLT-1D crystals with
various periods has enabled us to identify and present a
more precise Sellmeier equation. The chosen criterion was
associated with the temperature-dependent evolution of
the grating periods in the samples. The refined equation
provides a more accurate extraordinary refractive index
for congruent lithium tantalate.
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Abstract. In this work, we introduce a new bispectral optical cavity concept for which we design twin pairs
of highly reflective, ultra-low noise metamirrors. Metasurfaces, artificial structures composed of periodic or
quasi-periodic arrays of nanostructures, offer unprecedented control over light properties, paving the way for
new applications in areas from high-precision optical metrology to quantum science. Custom phase and an
ultra-high reflection coefficient make these metasurfaces an ideal candidate to surpass traditional multilayer
mirrors as metamirrors in precision interferometry, particularly by also minimizing thermal noise. The focusing
metamirrors designed in this study expect to reflect 99.95% and 99.96% of the incoming light at both, 1064 nm
and 1550 nm wavelength. Their planar counterparts even reach theoretical reflectivities of 99.9999% (1064 nm)
and 99.9995% (1550 nm). These specialized metamirrors enable bispectral low-noise optical cavities, which
would reduce the number of cavities in optical experiments or could be used as a versatile transfer cavity for

frequency locking.

Keywords: Metasurface, Metamirror, Optical Cavity, High-Precision Optical Metrology.

1 Introduction

High-precision optical metrology hinges on the unparalleled
frequency stability provided by ultra-stable laser systems.
This ability to provide minimal frequency fluctuations over
time has enabled research of the most fundamental laws of
nature, such as variations of the fine structure constant [1]
and validation tests of special relativity [2], among others.
In addition, the search for gravitational waves is intrinsi-
cally linked to the use of ultra-stable lasers in interferometry
[3, 4]. Nevertheless, the bottleneck of these laser systems
is the thermal noise emanating from the cavities’ mirror
coatings [5].

Metasurfaces, i.e. micro-structured surfaces, offer a low-
noise alternative to traditional Bragg mirrors by leveraging
photonic resonances as the driving mechanism to achieve
unprecedented reflectivities [6-9]. Essentially, the right
choice of period A and duty cycle f can limit the number
of propagating Bloch modes to two. By then carefully chang-
ing the geometric parameters, the modes interfere construc-
tively in reflection and destructively in transmission [10].
Such metamirrors not only shape the amplitude of incident
light but also control its polarization and phase to focus light
from a flat surface [11]. The latter attribute is crucial,

as stable optical cavities necessitate at least one focusing
mirror [12]. Otherwise, divergence would cause the light to
eventually leave the cavity after a few round-trips. It is
important to note that the mirror’s focal length does not
restrict the cavity’s length. In fact, typical ultra-stable cav-
ities are constructed with lengths spanning several tens of
centimeters [5, 13]. Our objective is to achieve longer focal
lengths, which will expand the optical mode diameter,
thereby reducing thermal noise [14]. Metaatoms, which
constitute the metasurface, are central to these advanced
functionalities [15-19).

In our prior work [11], we demonstrated the potential
of a tandem neural network for the inverse design of metaa-
toms. Although effective, the present work proposes an
alternative design methodology by utilizing a pathfinding
algorithm. Pathfinding algorithms in metaatom design
offer distinct advantages over deep learning, including
enhanced interpretability due to their deterministic nature,
and greater computational efficiency as they require less
resources and no extensive training. Their simpler algorith-
mic structure allows for faster solution generation and
easier integration of specific design constraints, e.g. reflec-
tivity thresholds, making them particularly suitable for
applications where speed, clarity, and simplicity are critical.
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Fig. 1. Schematic of bispectral twin cavity configuration
featuring two hemispherical cavities for 1064 nm and 1550 nm
by utilizing dielectric metasurfaces as low-noise mirrors.

For our relatively simple metaatom designs, the utilization
of pathfinding or even more rudimentary design approaches
remains feasible and effective, whereas the intricacies of
more complex metaatom structures necessitate the
advanced capabilities of deep learning methodologies.

The main issue addressed in this work concerns the foot-
print of optical cavity setups. Recently, significant effort
has been directed towards making optical cavities smaller
and more robust [20-29]. This is aimed at reducing the foot-
print of experiments that require multiple optical cavities
[30, 31] for enhancing their suitability for space applications
[32-34] or quantum computers [35]. For instance, in the
case of the latter application, a variety of laser wavelengths
are crucial for qubit operations. Furthermore, the concept
of a bispectral optical cavity offers the potential to transfer
stability between two cavities operating at different wave-
lengths [31]. We begin by identifying critical parameters
for each metamirror within a twin cavity configuration, as
illustrated in Figure 1. Subsequently, we employ a pathfin-
der design strategy to create highly reflective metamirrors
that focus light at the wavelengths 1064 nm and
1550 nm, suitable for bispectral optical cavities. These
wavelengths are particularly suitable for bispectral optical
cavities and are frequently utilized in high-precision optical
metrology, such as in gravitational wave detectors [3, 36]. In
the final section, we examine selected metaatoms through
FEM simulations of their electric fields.

2 Setting fixed parameters

We commence by employing an amorphous Silicon (a—Si)
metaatom with a cross-shape geometry with perfect
periodicity atop a silicon dioxide (SiO;) substrate, as
depicted in Figure 2. The refractive indices of both materials
are assumed to be n,gii06a = 3.936, Nasi1550 = 3.441,
N<i02-1064 — 1450, and NSi02-1550 — 1.444 for both 1064 nm
and 1550 nm, respectively. This configuration is character-
ized by four key parameters: L,, L,, h, and P. The parame-
ters L, and L, are reserved for subsequent phase and
amplitude modulation, while h and P are constants for both
mirrors. Given that both metamirrors will share the same
substrate and material composition, the structural height
h is chosen to be uniform for the two target wavelengths.
However, while the period P may vary between the designs
of the two metamirrors, it must remain constant within each

Fig. 2. Schematic of the cross-shaped metaatom with variable
lateral height h, period P, and parameters L, and L,. The
material system is chosen to be amorphous silicon (a—Si) on
Fused Silica (SiO,).

mirror to enable the integration of various metaatoms.
These individual metaatoms, each producing distinct optical
responses, are assembled to create the final metamirror
structure.

We utilize a Python-based Rigorous Coupled Wave
Analysis (RCWA) package [37] to evaluate metaatom
configurations at 1064 nm and 1550 nm with regard to their
phase ¢ and reflectivity R. While a global optimization
algorithm could theoretically identify suitable parameters,
it poses the risk of converging to highly sensitive, narrow-
band solutions that tend to be vulnerable to fabrication
errors. Hence, a computationally manageable parametric
sweep is performed of the three parameters h € [0.3,0.5]
pm, P1064 S [045,06] pm, and P1550 S [075,095] Hm while
keeping the metaatom shape constant. These boundaries
for the period are determined following equation [38]:

L <p <l
nsub,i

i€ {1064, 1550}, (1)

Nsub,i + sin Htarget

for the wavelength 4,, the refractive index of the substrate
Neun, and the propagation angle of the first diffraction
order Prapget, i-6. 90°. Value ranges for the structure height
are dictated by the effective wavelength inside the coating
material:

;Leff,i = )Vl )

coating, i

i € {1064, 1550}. (2)

Here, Ngoating refers to the refractive index of the mirror
coating. These results are visualized in Figure 3 (top). To
pinpoint the parameter zones achieving high reflectivity
at both wavelengths, we impose a reflectivity threshold of
99.9%. Figure 3 (bottom) reveals a distinct zone meeting
these criteria, from which we select h = 395 nm, Pjggq4 =
555 nm, and Pi550 = 893 nm.

3 Navigating the design space

We proceed to simulate combinations of L,, L, € [0.1, 0.9]
(normalized to P) to form a design-response dataset (see
Fig. 4b), wherein each pair embodies a metaatom with
respective reflectivity and phase values based on L, and
L, To this end, we first identify a suitable flat-phase
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Fig. 3. RCWA simulated reflectivity for 1064 nm (left) and
1550 nm (right) of the parametric sweep of the three parameters
h €]0.3,0.5] pm, Pyggq € [0.45,0.6] pm, and P55 € [0.75,0.95] pm
with a fixed metaatom cross. Top. Raw Data, Bottom. Reflec-
tivity threshold of 99.9% applied to the data.

metaatom by focusing solely on reflectivity values at both
1064 nm and 1550 nm, attaining theoretical reflectivities
01 99.9999% for 1064 nm and 99.9995% for 1550 nm, respec-
tively. These two metaatom species uniformly cover the two
planar metamirrors for each wavelength.

While the straightforward tactic for achieving the
desired phase profile would be to cherry-pick metaatoms
that fit best the target phase, this could cause abrupt
changes in structural parameters, thereby breaching the
periodic boundary conditions assumed during simulation.
In this study, we adopt a pathfinding strategy to mitigate
these neighbor coupling effects [39, 40]. The pathfinding
algorithm requires suitable start- and end-points, hence,
we first filter the dataset with a reflectivity threshold of
99.9%, as shown in Fig. 4a), ensuring that high-reflectivity
zones are retained. Utilizing Python’s scikit-image package
[41], we label diagonally connected areas (see Figs. 4c, 4d)
to subsequently identify the region offering the largest
phase variance.

This region aids the pathfinding algorithm in optimizing
phase flexibility across the metasurface, avoiding the
abrupt transitions typical of a cherry-picking approach.
Figure 5 shows the optimal path found by the pathfinding
algorithm that will act as the ground truth data to render
the whole metamirror later on.

Additionally, we implemented a metric M to quantify
relative changes in the design parameters L, and L, of a
metaatom at position 7 along the radial axis of the
metamirror:

L. L,

Mi -
L,

L, L
o bt y’><100‘. (3)

Yi

Reflectivity
100%

Refl y at 1550 nm

N
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Phase at 1550 nm

Le
02
o 4 o5 08
Le
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Fig. 4. a) A reflectivity threshold of 99.9% applied to the
dataset. b) RCWA simulated phase and reflectivity maps for
(left) 1064 nm and (right) 1550 nm. c¢) Scheme for labeling
horizontally and diagonally connected areas. d) Color-coded
high-reflectivity areas are shown for 1064 nm.
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Fig. 5. Calculated phase and reflectivity maps with a threshold
0f 99.9% applied to the dataset. The black dotted line represents
the optimal path found by the pathfinding algorithm.

Figure 6 validates the superiority of pathfinding over
cherry-picking in minimizing M and therefore possible
neighboring coupling effects. The phase gradient along the
metamirror’s diagonal is illustrated in Figure 7, emulating
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Fig. 6. Using the metric M from eq. (3) to quantify the
net change in the parameters L, and L, for (a) 1064 nm and
(b) 1550 nm.
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Fig. 7. Radial phase profile of the metamirror pair for a)
1064 nm and b) 1550 nm. Both mirrors yield theoretical
reflectivities of > 99.9% at a size of 3 x 3 mm and a focal
length of 6 m. The inset shows the step-wise phase profile caused
by the discrete metaatoms.

a parabolic mirror of dimensions 3 x 3 mm?® and a focal
length of 6 m. Despite small deviations from the optimum,
the phase profile fits the ideal case of a conventional para-
bolic mirror. The inset shows the discrete nature of the
metamirror caused by individual metaatoms and how the
pathfinder chose different step-widths throughout the
surface. This underscores the advantage of metamirrors:
they enable the design of large focal lengths without the
need for intricate polishing, as traditional mirrors do. It is
important to note that the precise fabrication of nanostruc-
tures on curved surfaces introduces its own set of unique
challenges. The designed focusing metamirrors exhibit
mean reflectivities of 99.95% and 99.96% for 1064 nm and
1550 nm, respectively. That is, assuming equal illumination
across the entire metamirror. In a more detailed and realis-
tic scenario, the reflectivity of each metaatom should be
considered in conjunction with the intensity of light at its
specific location. For instance, with a Gaussian illumination
profile featuring a beam waist of 800 um, we observe an
intensity-weighted mean reflectivity increase to 99.96%
and 99.97% for wavelengths of 1064 nm and 1550 nm,
respectively. These values are calculated by considering
the spatial variation in illumination across the metamirror
surface. Combining these focusing metamirrors with

their planar counterparts allows for the calculation of the
expected finesse F, as described by [42]:

/R
F=1"%& )

where R = v/ R; x R, represents the geometric mean of the
reflectivities of the individual mirrors. Applying equation
(4) results in a calculated finesse of 15,526 for 1064 nm
and 20,911 for 1550 nm. These values theoretically exceed
the previous record measurements [9]. However, in [9], the
metamirror was designed for a reflectivity of nearly 100%,
yet the measurement revealed a reflectivity of only
99.95%. It is essential to note that current fabrication
limitations likely impede achieving such high-performance
metamirrors. Future advancements in manufacturing
precision are necessary to realize metamirrors capable of
reflecting 99.997% of light, not only theoretically but also
practically, and to achieve a finesse surpassing 100,000, as
per equation (4). The implications of reaching such high
finesse values could be significant, potentially opening
new avenues in photonic applications and research in
high-precision optical metrology.

4 Electric field distribution within the
metaatoms

To gain a deeper understanding of the physics underlying
the highly reflective metaatoms developed in the previous
section, we now shift our focus to an in-depth analysis of
individual metaatoms. Considering the dimensions of the
metamirrors and the period of their respective metaatoms,
we can determine that the metamirror designed for a wave-
length of 1064 nm comprises 2703 x 2703 metaatoms, while
the one for 1550 nm consists of 1680 x 1680 metaatoms.
Across the diagonal of each metamirror (from the center
to the edge, leveraging symmetry), we select a linearly
spaced sample of nine metaatom designs. These designs
are presented side-by-side in Figure 8, facilitating initial
observations of their topology. Firstly, the metaatoms for
1064 nm exhibit more pronounced variations than those
for 1550 nm, as corroborated by Figure 6. Secondly, it is
observed that the metaatoms for 1064 nm transition from
square shapes at the center to cross-like shapes towards
the edge of the metamirror, whereas the reverse trend is
observed for 1550 nm. Furthermore, we select three distinc-
tive metaatom designs for each wavelength for simulation
in COMSOL Multiphysics [43]. The aim is to obtain
detailed electric field distributions. These electric field
distributions for all three spatial planes are depicted in
Figure 8, positioned beneath their corresponding metaatom
visualizations. The observed mode shapes appear relatively
simplistic and thus more robust. This can be attributed to
the low height of the structures, which impedes the develop-
ment of higher-order modes. It is noted that the majority of
the light fields are concentrated within the metaatom struc-
tures. Nevertheless, the fields are not entirely confined to
these structures; significant field excitations are also
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Fig. 8. Electric field distributions of a selection of metaatoms
simulated with COMSOL Multiphysics. For both metamirror
designs of Figure 7, we visualized 9 linearly spaced metaatoms
along the diagonal from the center to the edge of the metamirror,
i.e. at 1.5 mm distance. For three, the electric field distributions
for all three spacial planes are shown for both (a) 1064 nm and
(b) 1550 nm. The field distributions have been normalized across
all 18 plots.

observed at the interfaces with the substrate (Silica) and
the superstrate (air). In practical experiments, this could
result in scattering due to side-wall roughness, potentially
diminishing the efficiency of each metaatom. Despite these
observations, it is evident that the straight-forward topol-
ogy of the metaatoms is conducive to the generation of
highly reflective optical modes within the structures. The
developed framework is inherently adaptable, allowing for
future enhancements to include additional elements such
as fabrication tolerances and noise contributions [6], thus
broadening its applicability and robustness.

5 Conclusion

In this work, we showcased a novel concept of a compact,
bispectral optical cavity utilizing twin pairs of low-noise
metamirrors. We began by optimizing fixed structural
parameters for both metamirrors, disregarding their phase
profiles. Subsequent simulations enabled us to identify ideal
parameter combinations for flat-phase metamirrors, boast-
ing theoretical reflectivities of 99.9999% at 1064 nm and
99.9995% at 1550 nm. We could then utilize a pathfinding
algorithm to render two focusing metamirrors with focal
lengths of 6 m and theoretical mean reflectivities of
99.95% at 1064 nm and 99.96% at 1550 nm. Finally, we
had an in-depth analysis of the electric fields of a selection
of metaatoms, aiming to help understand the underlying
physics. Despite its simplicity, our methodology can be
readily adapted for multi-wavelength scenarios, offering a
versatile platform for creating low-noise, portable optical
cavities across various wavelengths.
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Abstract. This work presents a complete Mueller matrix imaging polarimeter that uses three liquid-crystal
retarders and a pixelated polarization camera. The polarimeter is characterized and optimized with a standard
correction procedure here adapted to be performed fully in-situ, without any additional element, based on
considering the polarization camera as the reference. The accuracy limit caused by the extinction ratio in
the camera micro-polarizers is analyzed. Finally, the imaging polarimeter is tested experimentally by analyzing
well-known samples for structured light applications such as patterned retarders, a patterned polarizer, and
a liquid-crystal depolarizer. The work is presented in a tutorial style useful to reproduce the procedure by

non-experts in polarimetry.

Keywords: Polarimetry, Liquid-Crystals Retarders, Structured Light, Polarization Camera.

1 Introduction

Among the different properties of light, polarization has
been demonstrated to provide extremely useful information
[1]. This is becoming especially relevant in bioimaging,
where several techniques harnessing biological and clinical
research are based on the vectorial properties of light
[2, 3]. In the last decades, important technological advances
related to the generation and measurement of polarized
light have been produced, that provide tools and devices
like liquid-crystal variable retarders, spatial light modula-
tors (SLM) or polarization cameras that have become com-
mon in optics laboratories, leading to the development of
precise imaging polarimeters [4, 5].

Another field developed in parallel is the generation and
detection of structured light. This denomination was intro-
duced to describe light beams with a spatial and temporal
control of their amplitude, phase and state of polarization
[6]. Light beams with non-uniform polarization, known as
vector beams, are prompting important advances in areas
such as microscopy, materials processing, metrology, or
optical communications [7, 8]. Structured light is typically

* Corresponding author: mar.sanchez@umh.es

produced with patterned polarization elements [9, 10].
SLM devices show the advantage of being reconfigurable,
although requiring bulk optical systems [11, 12]. Alterna-
tively, flat patterned polarization components can be fabri-
cated with metamaterials [13] or with liquid-crystal (LC)
geometric-phase elements [14, 15]. Patterned polarizers
with arbitrary spatial distributions of the transmission
axis are of great interest especially for developing micro-
polarizers in polarization cameras [16].

Research in patterned polarization elements and
research in polarimetric imaging are closely related [17].
While patterned polarization elements are providing new
tools for advanced polarization imaging [18, 19], polarimet-
ric imaging relying on the Mueller matrix has proven very
worthy to evaluate the quality of the fabricated compo-
nents [20, 21]. Although Mueller matrix imaging polarime-
try has been employed for almost three decades [22], it is a
technique in constant evolution, where multiple variants
have been introduced over the years [23, 24]. In this
context, this work presents the realization of a complete
Mueller matrix (MM) imaging polarimeter whose perfor-
mance is tested on polarization elements commonly applied
to generate structured light. This polarimeter is based on
our previous system [21], but here we provide the following

This is an Open Access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0),
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
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improvements: (1) the use of a multiwavelength LED
light source to avoid interference and speckle noise, (2)
the realization of a setup on a rotatable breadboard to
easily change the polarimeter from a transmission to a
back-reflection configuration, (3) the use of spectrally cali-
brated liquid-crystal retarders (LCR), both in the polariza-
tion state generator (PSG) and in the polarization state
analyzer (PSA), and (4) the application of a well-stablished
sequential polarimeter calibration and optimization
method [25], here adapted to consider the polarization
camera as the reference for polarization measurements
(self-calibration). This way, the method can be applied
without any additional elements simply by properly tuning
the LCR devices in the system. These improvements allow
us to present a multifunctional complete MM imaging
polarimeter that can be applied to a variety of samples.

The paper is organized as follows: after this introduc-
tion, Section 2 describes the polarimeter components. Then,
Section 3 presents the calibration steps required to correctly
operate the system, including the correct tuning of the LCR,
devices and the calibration and compensation procedure of
the PSG and the PSA systems. Finally, in Section 4 we dis-
cuss the results obtained to evaluate different elements used
in structured light like spatially patterned retarders and
polarizers, and a liquid-crystal depolarizer.

2 Description of the imaging polarimeter

The developed imaging polarimeter system is shown in
Figure 1. As mentioned, it represents an upgraded version
of our previous system [21] with larger potential for sample
imaging and quality control applications. The light source is
a multiwavelength RGB LED (Thorlabs LED4D067) with
controllable intensity level. A light guide (Thorlabs
LLGO05-4H) directs the light to the polarimeter entrance.
A 50 mm photographic objective lens is used to image the
lightguide output onto the sample. A diffuser (Edmund
Holo 30 deg) is added to improve the intensity uniformity
on the sample plane. The PSG is composed by a vertically
oriented linear polarizer, and two liquid-crystal variable
retarders (LCR1 and LCR2) from ARCOptix. LCR1 is
oriented at 45° while LCR2 is oriented vertically, such
that upon adjusting their retardances, an arbitrary fully-
polarized state of polarization (SOP) can be generated.

The polarized light illuminates the sample and after
light-matter interaction the output is analyzed with a
PSA. A circular iris diaphragm of variable diameter is
placed just in front of the sample plane and kept in the
calibration procedure. The PSA is an imaging detector
that comprises a polarization camera and another variable
retarder (LCR3), also from ARCOptix. The sample and
the PSA are positioned on a rotating breadboard (Thorlabs
RBB300A /M), so the detection system can be rotated an
angle 0, changing from a transmission configuration
(Fig. 1e) to a reflection configuration (Fig. 1f). The trans-
mission configuration is used in the calibration process,
and it is useful for analyzing highly transparent samples.
The reflection configuration is suitable for samples with
high scattering and for reflective devices.

The polarization camera (Thorlabs CS505MUP
Kiralux) is a monochrome sensor with 12 bit resolution
(4096 intensity digital levels) and with 2448 x 2048 square
pixels of 3.45 pum side. The sensor includes an integrated
micro-polarizer array attached to the pixel detectors. Thus,
images for horizontal (H), vertical (V), diagonal (D) and
antidiagonal (A) linear analyzers can be captured in a single
shot (Fig. 1c). An objective macro zoom lens (Computar
MLH 10X) is attached to the polarization camera; thus,
the sample can be imaged with relatively large magnifica-
tion at distances around 20 cm. If larger magnification is
required, an extension tube is added.

The three RGB LEDs of the light source have central
wavelengths at 660 nm (red light), 565 nm (green light)
and 470 nm (blue light) respectively. Figure 1d shows the
spectra of the three LEDs, measured with a spectrometer
(Stellar-Net, STN-BLK-C-SR) in the spectral range from
400 to 700 nm, with 2 nm resolution). A spectral filter
(SF) filters each of these LED spectra, resulting in filtered
spectra with full width at half maximum (FWHM) of about
10 nm, as the measured narrow RGB bands shown in
Figure 1d. The SF is useful to reduce depolarization
values that might have been artificially added to the final
measurements due to the LCRs wavelength retardance
dependence.

3 Calibration procedure

This section presents the calibration procedures required to
accurately operate the MM imaging polarimeter. First, we
review the method for calibrating the LCR devices. Then,
the following subsection describes the calibration and opti-
mization of the polarimeter.

3.1 Calibration of the LCR devices

The first step to properly operate the polarimeter is to
calibrate the retardance of the LCR devices that will be
used to provide the required SOPs, both in the PSG and
in the PSA. For that purpose, we follow a simple yet accu-
rate enough procedure that consists in placing the LCR
device between crossed/parallel polarizers, oriented at 45°
with respect to the LC director axis [26, 27]. The normal-
ized transmission for crossed polarizers is given by

T.(4, V) = cos B(p(i, V)}, (1)

where the LC retardance ¢(4, V) = (2n/1)-An-t depends
on the thickness of the LC layer (), An(V) is the voltage-
dependent birefringence, A is the wavelength and V is
the applied voltage. This relation shows the expected
oscillatory behavior of T, (4, V) both as a function of 4
and V.

We measured the LCRs retardance versus the applied
voltage for the three wavelength bands. As an example,
Figure 2 shows the results obtained for LCR1. Figure 2a
illustrates the normalized transmission curves T, (V) for
the three wavelength bands centered at Ag = 660 nm,
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Fig. 1. Scheme of the Mueller matrix imaging polarimeter. D: diffuser. SF: Spectral filter. P: linear polarizer. LCR: liquid-crystal
retarders. (a) Transmission geometry. (b) Reflection geometry. (c) Scheme of the micro-polarizers pattern on a macro-pixel of the
polarization camera. (d) Spectra of the three LED sources with central wavelengths of 470 nm, 565 nm and 660 nm, and after being
filtered by the corresponding spectral filter (SF). Pictures of the system in (e) the transmission configuration and (f) the reflection

configuration.

Ag = 565 nm and Ag = 470 nm. The curves feature the
typical oscillatory behavior, with more oscillations for the
shortest blue wavelength. Figure 2b shows the retrieved
retardance function (V) for the three wavelengths. For
the longer wavelength Az = 660 nm the retardance varia-
tion is slightly greater than 2z, while it almost reaches 3n
and 3.5 for the green and blue bands respectively.

3.2 Calibration of the PSG

We operate the polarimeter to generate and detect the well-
known polarimetric basis consisting of six standard SOP:
namely horizontal (H), vertical (V), diagonal (D) and
antidiagonal (A) linear states, and right (R) and left (L)
circular states. These six SOP define an octahedron in the
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Fig. 2. Example of calibration of an LCR device in the MM imaging polarimeter. (a) Transmission T’ (V) between crossed polarizers
oriented at 45° with respect to the LC director. (b) LCR retardance ¢(V). Both graphs show the results for the three bands, with

central wavelengths 470 nm (B), 565 nm (G) and 660 nm (R).

Table 1. Retardances required on LCR1 and LCR2 to provide SOP in the PSG.

SOP generated with PSG H A% D A R L
LCR1 Retardance HW FW QW QW QW 3QW
LCR2 Retardance FwW FW QW 3QW FW FW

QW: quarter-wave; HW: half-wave; 3QW: three quarter-wave; FW: full-wave.

Poincaré sphere and provide the polarimeter ideal condi-
tional number (CN = 1.732) [25], thus ensuring an optimal
performance in terms of noise amplification minimization
from intensity measurements to polarimetric measure-
ments. The LCR calibration provides the required voltages;
typically, the quarter-wave retardance, the half-wave retar-
dance or the full-wave retardance. Considering that the
PSG polarizer (P) is oriented vertically, LCRI1 is at 45°
and LCR2 is vertical, Table 1 provides the retardances
required to achieve the input SOPs.

However, variable LCRs feature effects that might intro-
duce inaccuracy in the polarimeter, being the most relevant
the non-uniform retardance on the clear aperture [26], the
retardance temperature dependance, and multiple reflection
interference effects that cause intensity variations coupled to
the retardance modulation [28]. These effects must be com-
pensated to achieve accurate polarimetric values. Among
the different methods [29-31], here we propose and apply
a modification of a well-stablished sequential calibration
and optimization method [32, 33]. In the typical procedure,
a calibrated polarimeter serves as the reference to measure
the SOP of the PSG states, and the results are compared
to those measured with the developed polarimeter. Here
the technique is adapted to consider the polarization camera
as the reference. This way, a self-reference procedure is
applied that does not require any additional external ele-
ment. Of course, the accuracy of this self-calibration depends
on the quality of the micro-polarizers in the polarization
camera. To this goal Appendix A includes an analysis of
the limits of this procedure considering the extinction

ratio of the micro-polarizers in the camera. We measured
extinction ratios over 120:1. Although other sources of error
have been identified [34] (such as spatial variations of the
extinction ratio or misalignments in the orientation of the
micro-polarizers), here we assume this simplified model with
a limited but uniform extinction ratio. According to the
approach described in the Appendix, the self-calibration
procedure leads to an error in the measured MM elements
below 1.7%.

Figure 3 shows the intensity captured for the circular iris
diaphragm under red light illumination. The polarization
camera provides a four-quadrant image where quadrants i,
i, iii and iv correspond to the detection of the V, D, A
and H linear states. The input intensity is adjusted to ensure
the non-saturation of the camera and it is maintained in the
sample characterization. Each picture in Figure 3 corre-
sponds to one of the six standard input SOP generated with
the PSG (H, V, D, A, R, L). In each case, the voltage values
derived from the LCR1 and LCR2 calibrations are taken as
the starting point, but a fine adjustment must be then per-
formed to provide images like those in Figure 3. The success-
ful generation of the linear states H, V, A and D is verified
when the following conditions are simultaneously fulfilled:
the image quadrant of the orthogonal detector becomes
the darkest, the image quadrant corresponding to the given
input state is the brightest, and the other two quadrants fea-
ture the same intensity. On the contrary, the generation of
the circular R and L states is verified when the four quad-
rants appear with equal weight. The information provided
by the LCR calibration in Figure 2 allows differentiating
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Fig. 3. (a) Calibration of the PSG system: experimental four-quadrant images captured by the polarization camera under the red
channel illumination for input SOPs as linear horizontal (H), vertical (V), antidiagonal (A), diagonal (D), circular left (R) and circular
right (L). (b) The intensity profiles for inputs D and L. (¢) Calculations of average values are performed in the central circle with

diameter of 600 pixels.

R and L states. On the right, the intensity profiles of the four
quadrants for inputs D and L are shown.

The polarization camera is an incomplete polarime-
ter, since only the linear polarization components are
measured. The first three Stokes parameters Sy, Si, S2
can be retrieved from the intensity images I(z, v),
Lz, v), Li(z, y), and L(z, y) captured in quadrants 4, i,
111, and 7v as

S0(e ) = 3 [12,) + 1) + Lo, 9) + Ll ), (22)
51(337 y) = ]i't'(xa y) - Ii(xa Z/), (2b)

So(z,y) = Li(z,y) — Lu(z, y). (2¢)

To retrieve S3;, a quarter-wave plate must be placed in
front of the polarization camera, to measure the circular
polarization components. However, since LCR2 is oriented
vertical, a quarter-wave retardance can be added to this
retarder to achieve an equivalent situation and make
quadrants 7 and 4 behave as equivalent R and L circular
analyzers. Therefore, the PSG calibration can be completed
with

53(13, y) = 1/7;7;(513, y) - 1/771($a y)v (2d)

where now I’ indicates that the additional quarter-wave
retardance is added to LCR2. Note that LCR1 and
LCR2 devices remain within the PSG system in all mea-
surements, and they simply change voltage, so there are
not differences due to reflection or absorption losses.
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Table 2. Average intensity values and standard deviation of the images shown in Figure 3.

Input H

Input V

(I;) = 0.014 + 0.002
(I;;) = 0.493 £ 0.012

(I;) = 0.496 +0.013
(I,) = 0.923 4 0.021

(I;) = 0.938 +0.021
(I;;) = 0.494 4 0.014

(I;) = 0.498 +0.013
(I,) = 0.017 + 0.002

Input A Input D
(I;) =0.497 £ 0.012 (I;) =0.016 £+ 0.002 (I;) =0.448 £0.012 (I;) =0.954 +0.021
(1) =0.957 +0.021 (Iiw) = 0.490 £+ 0.013 (1) = 0.018 + 0.002 (I) =0.504 £0.013
Input R Input L
(I;) = 0.501 4+ 0.024 (I;) =0.501 +0.017 (I;) = 0.497 £ 0.020 (I;) =0.5114+0.014
(1) = 0.495 £ 0.015 (1) = 0.496 £ 0.022 (1) =0.508 £0.014 (I) =0.523 £0.023

Table 2 presents the average value of the intensity
measured for each of the 6 x 4 images shown in Figure 3.
The error is given by the standard deviation. These values
are calculated in a circle centered on the image and with
diameter 600 pixels, as indicated in Figure 3c. These error
values are also affected by noise in the detector. The camera
was calibrated following a standard procedure [35] and it
was operated in the regime limited by shot noise. The
impact of this noise can be reduced by averaging several
captures of each image, at the cost of increasing the time
required for acquisition. Since we are using relatively high
levels of intensity and samples with high transmission, we
take single captures.

The measurement of the Stokes parameters for each
PSG input state defines the S matrix, whose columns are
given by images S;, where index ¢ = 0, 1, 2, 3 indicates
the Stokes parameter, and index g denotes the state gener-
ated by the PSG (in our case. ¢ = H, V, D, A, R, L). Thus,
Sis a4 x 6 matrix defined as:

S()H SOV S()D S()A S()R S()L
SlH SlV SlD SlA SlR SlL
SQH SQV SQD SQA S2R S2L
Ssm Szv Ssp Sza Ssp Sur

11 1 1 1 1
1 -1 0 0 0 O

10 0o 1 -1 0 0 [ (3)
0o 0 0 0 1 -1

where the second part of equation (3) denotes the ideal
values. Since S is not a square matrix, its pseudo-inverse
matrix is a 6 x 4 matrix given by:

1/6 1/2 0 0

1/6 —1/2 0 0
ST _s"s 87" = 16 0 1/2 0 |

16 0 —1/2 0

1/6 0 0 1/2

1/6 0 0 -1/2

where superindex 7T indicates the transposed matrix and
where the matrix on the right corresponds again to the
ideal values. This expression of the pseudo-inverse matrix
is valid when it is considered to multiply a matrix on the
right.

Figure 4 shows matrices S(z,9) and S™*(z,y) retrieved
from the data in Figure 3. We use a color map to represent
values from +1 to —1. To avoid presenting calculations
in pixels where the input light is blocked by the iris
diaphragm, we calculated the average I c.n(2, y) of the 24
images in Figure 3a and searched for its maximum value
M = max[liecan (2, y)]. Then, polarimetric matrices
and parameters are calculated at pixels (2, y) where
Lyean(z, y) > 0.2M, while pixels not fulfilling this threshold
are represented in black. The value 0.2 was tested to
provide a visualization of the polarimetric parameters
within the iris aperture, while the outside region, which
otherwise would appear with random values, appears pitch
black. The average values of each element in matrices
S(z, y) and S™*(z, y) were also calculated, together with
its corresponding standard deviation, again within the circle
defined in Figure 3c, leading to the results indicated in
Table 3. These numerical results agree well with the
expected theoretical values in equations (3) and (4).

3.3 Calibration of the PSA

Once the PSG has been calibrated, the polarimeter calibra-
tion is completed by adding the variable retarder LCR3 to
the PSA and measuring again for each input SOP gener-
ated with the PSG. LCR3 is set with its axes oriented at
45°. LCR3 retardance is switched between zero or full-wave
retardance, where the polarization camera measures H, V,
D and A states, and a quarter-wave retardance, where
circular R and L states can be measured at the micropixels
with vertical and horizontal polarizers. This way, the PSA
operates within an octahedron and it thus corresponds to
the optimal solution named ‘I” in [36].

Setting the PSA to detect different SOPs yields the
intensity matrix I defined by the images I, (z, y), where a
denotes the analyzer in the PSA and ¢ denotes the input
state at the PSG. We also select the six standard SOP for
the PSA. Hence, I is a 6 x 6 matrix where each element
I, is the intensity measured for each input state g = H,
V, D, A, R, L when being detected through analyzer
a=H,V,D, A R, L, ie.:
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Fig. 4. Experimental images for the PSG polarimeter calibration under the red channel illumination. (a) S(z, y) matrix and (b) its

pseudo-inverse matrix Sfl(as7 Y).

Table 3a. Average values of the matrix (S(z, ¥))exp-

1 1 1 1 1 1
-+0.94840.010 —0.960£0.010 —0.005£0.014 —0.015+0.014 +0.038+0.018 -+0.006+0.016
—0.023£0.014 +0.034%0.016 +0.996+0.010 —0.965+0.010 —0.061£0.017 +0.075+£0.020
-+0.030+0.014 +0.025%0.017 -+0.04440.020 —0.057£0.022 +0.9784+0.017 —0.962+0.017

Iy Iy Imp Ima T
Ive Ivy Ivp Iva Iy
Ipgy Ipv Ipp Iva Ipp
Ipw Iav Iap Taa Ias
Irg Ipy Ipp Ira Igi

ILH ILV ILD ILA ILL

10 1/2 1/2 1/2 1/2
0 1 1/2 1/2 1/2 1/2
1/2 1/2 1 0 1/2 1/2 -
2 12 0 o1 12 e O
12 1/2 1/2 1/2 1 0
1/2 1/2 1/2 1/2 0 1

where again the matrix values on the right stand for the
ideal case.

Let us emphasize that matrix I is formed by images so
each element I,,(z, y) depends on the pixel location. Also,
note that the polarization camera only requires two shots
to capture the six images per input SOP. Thus the

36 images required in matrix I are acquired after only
12 shots corresponding to 6 PSG configurations by 2 PSA
configurations. Figure 5a shows the experimental result
obtained for I(x, y) under the red channel illumination.
For each input SOP, the images were normalized to the
image where the analyzer matches the input polarization.
The results bear good agreement with the ideal values in
equation (6) despite slight variations along the diaphragm
aperture. These variations are due to lighting non-uniformi-
ties (as shown in the intensity profiles in Fig. 3b), but also
to the insertion of the LCR3 device in the PSA. Again, we
calculated the average values and standard deviation of the
intensity images in Figure ba characterizing the intensity
matrix. The result given in Table 4, although approximates
reasonably well the expected values indicated in equation
(5), shows significant differences that suggest the necessity
of performing the compensation procedure to achieve accu-
rate results.

Matrices I in equation (5) and S in equation (3) are
related as I = A-S, where for simplicity we omit the pixel
dependence. Here A is the detector matrix that character-
izes the PSA. For the selected SOP, A is a 6 x 4 matrix
that can be calculated as:
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(%, 9))exp.

-+0.159 £ 0.004
-+0.159 £ 0.004
+0.156 £ 0.004
+0.164 £ 0.004
+0.160 £ 0.004
-+0.158 £ 0.004

+0.497 £ 0.009
—0.504 = 0.009
+0.012 £ 0.006
—0.020 £ 0.007
-+0.026 £ 0.007

0.000 £ 0.007

—0.004 £ 0.006

0.000 £ 0.006
+0.487 £ 0.009
—0.484 £ 0.009
—0.026 £ 0.008
+0.024 £ 0.008

—0.009 +£ 0.007
-+0.008 £ 0.007
+0.031 £ 0.007
—0.036 £ 0.008
+0.495 £ 0.009
—0.487 £ 0.009
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Fig. 5. Experimental images for the polarimeter PSA calibration under the red channel illumination. (a) Intensity matrix I(z, y).
(b) Detector matrix A(z, ). (¢) Pseudo-inverse detector matrix A ™*(
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Table 4. Average values of the matrix (I(z, y))exp-
1 0.023 £ 0.004 0.544 + 0.015 0.499 + 0.014 0.395 + 0.018 0.628 £ 0.025

0.035 £+ 0.006 1 0.512 £+ 0.017 0.537 + 0.014 0.410 £ 0.020 0.617 £ 0.025
0.461 + 0.012 0.527 £ 0.014 1 0.018 + 0.002 0.498 + 0.018 0.490 +£ 0.017
0.532 £+ 0.014 0.475 + 0.013 0.029 £ 0.003 1 0.426 + 0.016 0.581 + 0.018
0.497 + 0.022 0.525 £ 0.023 0.464 + 0.014 0.579 £ 0.016 1 0.023 £ 0.002
0.541 £ 0.024 0.473 £ 0.023 0.580 £ 0.017 0.456 + 0.014 0.023 £ 0.002 1
Table 5a. Average values of the matrix (A(z, ¥))exp-
+0.393 £ 0.008 +0.393 £ 0.010 +0.019 +£ 0.008 —0.096 + 0.012
+0.398 £ 0.009 —0.389 £ 0.012 —0.005 + 0.011 —0.075 + 0.013
+0.395 £ 0.009 —0.011 £ 0.008 +0.398 £ 0.011 +0.032 £ 0.015
+0.403 + 0.008 +0.013 £ 0.008 —0.387 + 0.011 —0.090 £ 0.015
+0.398 + 0.008 0.001 £ 0.016 —0.066 £ 0.012 +0.384 £ 0.010
+0.398 £ 0.008 +0.022 £ 0.016 +0.068 £ 0.014 —0.387 + 0.011

Table 5b. Average values of the matrix (A~ (7, ¥))exp.

+0.39 £ 0.02 —0.41 + 0.02 +0.43 £ 0.02 +0.42 + 0.02 +0.55 £ 0.02 +0.310 £ 0.013
+0.96 + 0.03 —0.99 + 0.03 —0.04 £+ 0.02 +0.02 £ 0.03 +0.07 £ 0.04 0.00 £+ 0.04
+0.04 + 0.02 —0.02 + 0.03 +0.94 £ 0.03 —0.93 £+ 0.03 —0.20 + 0.05 +0.19 £ 0.05
—0.11 + 0.05 —0.19 £+ 0.05 +0.24 £ 0.04 —0.18 + 0.04 +0.95 £ 0.03 —0.91 + 0.03
172 1/2 0 0 pixel, thus providing a PSA calibration at pixel level.
1/2 —1/2 0 0 Again, for each element on these matrices, we calculated
the average value and its standard deviation on the circle
A=T1.S"1= 1/2 0 1/2 0 (6) defined in Figure 3c. The results are given in Table 5. These
1/2 0 -1/2 0 ’ values differ appreciably from the ideal values in equations
172 0 0 1/2 (6) and (7) since they account for the non-ideal behaviour of
the components involved in the PSG and the PSA.
1/2 0 0 -1/2

where the pseudo-inverse matrix S~ in equation (4) was
applied. The corresponding pseudo-inverse matrix A~ ' is
a 4 x 6 matrix given by

A =[AT.A] AT

1/3 1/3 1/3 1/3 1/3 1/3
1 -1 0 0 0 0

“lo o 1 1 0 of O
o 0 0 0 1 -1

where the matrices on the right in equations (6) and (7)
correspond to the ideal values. This expression in equa-
tion (7) is valid when it is considered to multiply a matrix
on the left.

Figures 5b and 5c¢ show the experimental images of
A(z, y) and A~ (z, y), which again bear a good agreement
with the expected values in equations (6) and (7). However,
note some elements of A" in Figure 5¢ appreciably differ
from the ideal zero value in equation (7), indicating the
correction that the PSA experimental matrix requires.
Let us remark that these matrices are calculated at every

4 Mueller matrix imaging

Once the PSG and PSA matrices, S(z, y) and A(z, y), have
been determined, the sample can be introduced in the
polarimeter. For each input SOP generated by the PSG,
the images given by the PSA are captured. As a result, a
new set of 36 images are obtained that define a new inten-
sity matrix Ig(z, y), like in equation (5), now related to the
sample Mueller matrix Mg(z, y) as

Mg(z, y) is then obtained with the aid of the pseudo-inverse
matrices A~! and S7 as:

Ms(z,y) =A™ - Ig-S™
={[a"-A]" AT} 1 {sT s 8T) ) (9)
We illustrate the procedure by considering different polar-

ization devices that modify the input SOP by three distinct
physical mechanisms: a pure retarder, a pure diattenuator,
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(c) Mueller matrix M(x,y)

2

Fig. 6. (a) Experimental MM of the birefringent resolution test under red light channel illumination. (b) Retrieved horizontal linear
retardance (Ry) and total retardance (R), and azimuth (a) and ellipticity (&) of fast eigenstates. (c) and (d) show equivalent results for

the ¢-plate element under red channel illumination.

and a pure depolarizer. These samples of well-defined prop-
erties thus serve as validation tests to probe the accuracy of
the imaging polarimeter. For each sample, the experimental
MM was retrieved following equation (9) and the Lu-—
Chipman decomposition Mg = Mj-Mgr-Mp [37] was
applied to calculate relevant polarimetric parameters using
standard formulas [21]. We applied the very well-known
Lu—Chipman decomposition because these samples, each
of distinct physical mechanism, imply relatively simple
Mueller matrices. Note that more complex Mueller matri-
ces, simultaneously dealing with retardance, depolarization
and diattenuation responses could require other decomposi-
tions, like for instance the inverse decomposition, the arrow
form decomposition or the symmetric decomposition,
among others [38].

As a first example, Figure 6 shows the results for
two patterned retarders: a Dbirefringent NBS 1963A
resolution test (Thorlabs R21L2S1B), and a g-plate device
(Thorlabs WPV10-633), both under the red channel
illumination. Figures 6a and 6¢ show the retrieved MM
normalized to mg,. They show the expected result for a
retarder, where mg; = my ~ 0, for j = 1, 2, 3, indicating
null polarizance and null diattenuation. The retarder
information is contained in the 3 x 3 bottom right subma-
trix. The retardance vector [21, 37] is calculated and
some representative parameters of the retarder are shown
in each case.

Figures 6a and 6b show the results for the birefringent
resolution test. This is a linear retarder designed to have a

uniform retardance but a different orientation in the
patterns compared to the background. The total retardance
R(z, y) appears uniform all over the image, with aver-
age value (R) = 131° = 1° (the value is obtained by averag-
ing over the significant pixels and the error is given by its
standard deviation, where again, the significant pixels are
those comprised within a circle as defined in Fig. 3c).
However, the horizontal component of the retardance
vector Rp(x, y) clearly shows a difference between the
patterns and the background. The azimuth o(z, y) of
the fast eigenstate confirms the two regions, with the
background oriented approximately horizontal, (o)
—8.5% £+ 0.5° and the resolution test pattern oriented at
(o) = —55.8° £ 1.0°. The ellipticity image &(z, y) of the fast
eigenstate remains uniform over the entire image, with a
very small value, (&) = 2.6° + 1.2°as expected for a linear
retarder.

Figures 6¢ and 6d show equivalent results for the ¢plate
component, a patterned retarder widely used to generate
orbital angular momentum (OAM) beams and vector beams
[39]. This is a linear retarder with fixed retardance and
whose axes orientation changes azimuthally. This ¢-plate
was designed as a half-wave retarder for the 633 nm wave-
length and with value ¢ = 1, so the retarder axes make a
complete azimuthal rotation. In this case, since the retarder
is very close to the half-wave condition, the most relevant
information in the MM is in the my, mya, Moy, and myo
elements, which show an azimuthal variation in the com-
plete range from —1 to +1, and in the ms3 element, which
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(a) Mueller matrix M (x,y)

Fig. 7. (a) Experimental MM of a radial polarizer under red channel illumination. (b) Linear diattenuation (Dy), circular
diattenuation (D¢), and azimuth («) of the transmission axis. (¢) Experimental MM for a depolarizing FLC modulator under the green
channel illumination. (d) Linear depolarizance (Ay), circular depolarizance (A¢), and total effective retardance (R).

appears uniform with a value around —1. In this case
Figure 6d illustrates the linear R;, and circular R compo-
nents of the retardance vector, which confirm the linear
retarder condition of this component. The total retar-
dance is uniform with an average value (R) = 178° £ 1.1°
in agreement with the half-wave retardance design of this
¢plate for red light. The azimuth of the fast eigenstate
orientation o(z, y) shows a continuous azimuthal variation,
as corresponding to a ¢-plate with ¢ = 1 and the eigenstate
ellipticity &(z, y) shows a null constant value with an average
value (g) = 1° £ 3°, as expected for a linear retarder.

The second type of structured polarization sample is a
pure diattenuator: a radial polarizer from the company
Codixx (ColorPol VIS500 BC3), consisting of 12 segments
where the transmission axis is aligned radially, thus being
shifted 30° between adjacent segments. Figure 7a shows
the corresponding MM, again using the red channel. In this
case the last row and column become null, mg; = m;z ~ 0
with j = 0, 1, 2. The other MM elements clearly show the
segmentation of the polarizer. Figure 7b shows as parame-
ters of interest the linear and circular components of the
diattenuation, Dy(z, y) and Dz, y). The average total
diattenuation is (D) = 0.85 £ 0.13, where again the value
is averaged over the significant pixels and the error is given
by its standard deviation. We also calculate the polarizer
transmission angle a(z, y), which confirms the expected
rotation.

Finally, as a pure depolarizing sample we consider a
ferroelectric liquid—crystal (FLC) modulator. This type of
modulator behaves as a linear retarder whose director

axis switches between two stable orientations within the
modulator plane [40]. When operated at a high frequency
compared to the detector integration time, FL.C modulators
have proven to be useful to generate an effective depolariza-
tion [41]. In this work, we use a FLC modulator (CRL
Opto LCS2-G) showing a switching angle of 45° and a
retardance of 180° for green light [40]. We operate the
device at a switching frequency of 500 Hz, much higher
than the frame rate of the polarization camera. Therefore,
each measurement with the camera corresponds to the
incoherent superposition of the two states emerging from
the FLC [42]. The measured MM can be regarded as the
average of My and Mg the two matrices corresponding
to the two stable states of the modulator.

The MM of a retarder with retardance ¢ and orienta-
tion a, corresponding to the first FLC stable position is
given by [1]:

1 0 0 0
2 2
0 Cay + CopSay (1 - C(p) 826 Cou T S S2u
My=| i X 7
(1 — cq,) $94 Coq 83, T+ CpCy,  SpCo
0 S S20 — 8¢ Coy Co
(10)

where ¢, = cos(z) and s, = sin(z). The second FLC stable
position is given by Mp = (—45°) - M4 - R(+45°) where
R stands for the Mueller rotation matrix. Then, the aver-
age MM given by (Mprc) = £ (M, + Mp) results in
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0
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% S(p(ch + 521)

(Mprc) =

o o O =

0 0
0 —1s (coy + oy
) l2 /,( 2 2 ) (11)
3y 550 (Cox + 524)
—154(Con + 524) Co

In the case of a half-wave retardance, ¢ = 180°, this average
matrix (Mgrc) becomes:

(Mgrc) = (12)

o O O
o O o O
o
o

This result can be regarded as a perfect depolarizer for input
linear polarizations, whereas circular polarizations retain
the full degree of polarization but change handedness.

Figure 7c shows the experimental MM results obtained
with the polarimeter. In this case we use the green channel
where the FLC layer behaves closely to the half-wave retar-
dance condition [40]. Now the experimental MM elements
are uniform images since the FLC modulator is a single-
pixel element. The retrieved MM matches quite well the
expected ideal result in equation (12). All the elements
are close to zero, except mgy ~ 1 and ms3 ~ —1. Elements
mgzo and mgs slightly differ from zero, due to the nonperfect
half-wave retardance of the FLC layer. Figure 7d shows
images of the depolarization and retardance parameters
are calculated. The linear depolarizance Af(z, y) shows high
values, with an average value (Ar) = 0.88 £ 0.03, while the
circular depolarization Az, y) has very low values, with
(Ac) = 0.04 + 0.03. This confirms the ability of the FLC
modulator to depolarize linearly polarized input light.
Finally, the effective retardance R(z, y) shows an average
value (R) = 158° £ 3°, not far but non-perfect half-wave
retardance. Again, the error given in these average values
is calculated as the standard deviation of the values in all
pixels in the aperture.

5 Conclusion

In summary, this work presents an imaging complete MM
polarimeter comprised of a polarization camera and three
LCRs. The use of polarization cameras in imaging systems
is quite recent and it is arising high interest in a wide range
of applications. The presented polarimeter is an improved
version of our previous system |[21] with significant
advances. First, a multiwavelength LED light source
replaced the laser source, thus avoiding interference and
speckle derived from the coherent source. A rotatable
breadboard is added to allow changing from the transmis-
sion configuration to a configuration useful for reflective
or back-scattering samples. The system incorporates two
LCRs in the PSG and another one in the PSA, to allow

fully automated measurements without any moving
element. All LCR devices were calibrated for the three spec-
tral bands of the LED source.

The polarimeter was calibrated and compensated by
modifying the time sequential method [25, 32]. The proce-
dure has been illustrated step by step. The novelty here is
that the polarization camera included in the polarimeter
is itself the calibration reference. This way no additional
external elements are required and the polarimeter can be
fully optimized in situ. Furthermore, the procedure is
applied at pixel level, therefore compensating the residual
non-uniformities in the illumination and in the PSA system,
because of the pixelwise calculation of the normalized
Mueller matrix.

This approach of course relies on the quality of the
polarization camera. To this aim, the Appendix incorpo-
rates a calculation of the error in the measurement of the
MM elements caused by the limited extinction ratio (ER)
of the micro-polarizers, which shows an error lower than
1.7% for the minimum value of ER = 120 measured in
our camera. The calibration and compensation procedure
has been illustrated step by step by displaying the S(z, )
and A(z, y) images that define the PSG and the PSA. They
are compared with the theoretical expected values, showing
a very good agreement in all cases.

Finally, three different samples used in structured light
applications with well-known polarization properties
were evaluated to verify the accuracy of the polarimeter:
(1) two patterned pure retarders with constant retardance
but different orientation of the optical axis (a birefringent
resolution test and a ¢-plate), (2) a radial linear polarizer,
and 3) a linear depolarizer based on a fast-switching FLC
modulator with 45° switching angle. The retrieved experi-
mental MM agree very well with the expected results and,
after performing the Lu—Chipman decomposition, the
polarization parameters of interest (retardance, diattenua-
tion and depolarization) were derived in each case.
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Appendix

A1l Evaluation of the micro-polarizers limited extinction
ratio

The polarization camera has wire-grid micro-polarizers
attached to the pixels of the CMOS detector. In this appen-
dix we evaluate the accuracy of the polarimeter self-
calibration procedure in terms of their extinction ratio.
Since the polarization camera is used as the reference, the
accuracy of the polarimeter calibration is dictated by the
quality of its polarizers. Although other sources of errors
have been identified (such as the spatial variation of the
extinction ratio, or spatial variations in the orientation
angle of the micro-polarizers transmission axes) [34], here
we assume a simplified model where we consider the
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bands. To take this into account, the MM of these four lin-
ear polarizers with limited ER is calculated analytically.
The MM of a polarizer aligned horizontal and with limited
extinction ratio is given by [1]:

l1+e 1—-¢ O 0

Ty | 1- 1 0 0
P(]:—H ¢ +e ’ (A]‘a)

2 0 0 2ye 0

0 0 0 2Je

where e = 1/ER = T, /T). The limit e — 0 leads to the
ideal polarizer with normalized MM:

1 1 0 0
11 1 0 O
Po(e=0)27” 00 0 0 (A1b)
0000

We measured values ER > 120:1 for our camera polarizers
in the three spectral bands, in agreement with the manufac-
turer data. The MM of the micro-polarizers oriented verti-
cal and at +45° are simply obtained by applying the
corresponding rotation transformation [1].

Assuming ideal input states (ideal values in the S
matrix in Eq. (3)), and that the circular components R
and L are measured using an ideal QWP in front of the
camera, the intensity measured for each input state when
being analyzed with these limited linear micro-polarizers
can be calculated analytically, leading to an intensity
matrix as in equation (5) which now takes the following
form:

See the equation (A2) bottom of the page

where the ideal matrix in equation (5) is recovered for the
limit e — 0 and 7} — 1. Hence, equation (A2) is the inten-
sity matrix of the polarimeter calibration, which contains
the errors induced by the limited ER of the micro-polarizers.
The analytical expression of the calibrated PSA matrix that
compensates the limited ER is thus obtained as A(e) =
L..(e) - S7') using equation (A2) and the ideal S™' matrix
in equation (4). Its pseudo-inverse is given by:

micro-polarizers perfectly oriented (horizontal, vertical, 3 (11+P) 3 (11+P) 3 (11+P> 3 (11+P) 3 (11+P> 3 (11+P)
diagonal and antidiagonal), but having a limited and spa- L L ‘ ) ‘ )
tially uniform extinction ratio ER = T/ T, where Tj; and Afl(e) — 1 = e 0 0 0 0
T, are the transmission for parallel and crossed polarizers T 0 0 = = 0 0
respectively. Information about this main source of error 0 0 0 0 1 1
in the polarization camera is provided by the supplier, indi- I=e 1=
cating in our case values ER > 120:1 in the three colour (A3)
1 e 1(14+e) $(1+e L(1+e) 1(1+e¢
e 1 114+e $(1+e L(1+e 1(1+e
Lo() = T 11+e) L(1+e 1 e 1l+e) i(1+e (A2)
air( €) =
ia+e ta+e o 1 l1+e L(1+e
s(1+e) $(1+e L(1+e) 1(1+e 1 e
$(1+e $(1+e L(1+e) 1(1+e e 1
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This matrix recovers the ideal case in the right part of equa-
tion (7) in the limit when e — 0 and Tj; — 1.

To evaluate analytically the impact of the limited extinc-
tion ratio on the polarimeter measurement, we first consider
as sample the air and apply equation (9), M=A"'IS8™' to
obtain the MM of air. Here we use the non-ideal intensity
matrix I in equation (A2), but we consider the ideal
values of the matrices S™' and A" given in the right part
of equation (4) and equation (7) respectively. This way we
assume that the polarizers extinction ratio error is present
in the experiment, but it is ignored in the polarimetric
calculation. The analytical calculation leads to a MM
matrix affected by the error e given by:

M, (e) = A" -T(e) - S

1+e 0 0 0
0 1-e 0 0

=4l o 0 1-¢ o | A9
0 0 0 1l-e

which recovers the expected identity matrix of air when
e - 0 and T — 1. The MM in equation (A4) can be
rewritten as

1 0 0 0
0 1-9o 0

Mair(e) = TH(l + e) 0 0 1_s s (A5)
0 0 0 1-90

which shows that the MM normalized to mg, has diagonal
elements my; = moy = mgz = (1 — ¢)/(1 + e) =1 — . This
result reflects that the limited extinction ratio of the
camera micro-polarizers induces an error ¢ in the diagonal
elements of the normalized MM for air given by:

lfe_ 2e 2 2

:1— = = ~ —
0 1+4e 1+e 1+ ER ™ ER’

(A6)

where we used that e = 1/FER and ER > 1 in the final
approximation. Figure Al shows the evolution of this
error parameter as a function of the extinction ratio. Since
ER > 120:1 in our polarization camera, the deviation
expected from this problem is § < 1.7%.

Obviously, the identity MM of air is also recovered when
the PSA calibration compensates for the limited ER i.e.,
when using the PSA pseudo-inverse matrix A~ '(e) in equa-
tion (A3). Then equation (9) results directly on the identity

37

We can now analytically show that, for any other
sample, the procedure described in Section 4 compensates
the limited ER of the micro-polarizers if the PSA pseudo-
inverse matrix A ~'(e) in equation (A3) is the one employed
to retrieve the Mueller matrix. To illustrate this, we con-
sider as sample an ideal linear polarizer with horizontal
transmission axis, whose MM is given by equation (Alb).
The 6 x 6 elements of the intensity matrix I,(e) of this
polarizer sample are analytically obtained by calculating
the intensity I, expected for each input state, g = H, V,
D, A, R, L (assumed ideal), when being detected
through analyzers a = H, V, D, A, R, L affected by a
limited extinction ratio (e # 0). In this case, the obtained
intensity matrix is:

See the equation (AT) bottom of the page

The MM of this polarizer sample is then obtained from
equation (9). If the calculation is made ignoring the error
in the micro-polarizers, i.e., using the ideal A™" matrix
defined equation (7), the analytical expression of such
non-compensated MM is:

M,(e) =A"-T,(e)-S7!

1 1 00

T 1-86 1-6 0 0

=5 (+ef 0 0o (A8)
0 0 00

Thus, the the normalized MM contains errors in the my
and my; elements. These errors are completely compensated
by using the pseudo-inverse matrix A~ '(e) of equation
(A3). A simple calculation shows that the matrix product
A '(e) I(e) S" results in the expected MM in equation
(A1b)

Finally, the same kind of calculation can be generalized
to an arbitrary sample described by a generic MM:

Moo  Mo1 Moz Mo3
myp My Mz My3
M, = (A9)
Mgy  Mo1 Mg Moy
mgp M3 M3z Mg3

We again evaluate analytically the intensity matrix I(e)
when the sample is introduced in the polarimeter affected
by the error e. We calculate the intensity I,, expected for

matrix since A '(e) - Ly(e) - S™' = A'(e) - A(e). each input state g = H, V, D, A, R, L (assumed ideal), when
1 1 1 1
e 3 3 2 3
e 1 1 1 1 1
2 2 2 2
l1+e 0 fa+e Ya+e fi+e la+e
I T 2 4 4 4 4 A7
p(e) = I 1 1 1 1 1 (AT)
5(1 +e¢ O 1(1 +e) Z(l +e) 1(1 +e) Z(l +e)
1 1 1 1 1
5(1 +e O 1(1 +e) Z(l +e) Z(l +e) Z(l +e)
1 1 1 1 1
31+e¢) 0 F(14+e) F(1+e) (1+e) (1+¢)
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being detected through analyzers ¢« = H, V, D, A, R, L
affected by a limited extinction ratio (e # 0). Again, the
impact of the limited extinction ratio on the polarimeter
measurement can be analytically evaluated by considering
equation (9), Mg(e) = A"« Ig(e) - S™', where the ideal
A" is applied (thus ignoring the error in the micro-
polarizers). It is a long but straightforward calculation to
obtain that the retrieved MM reads:

See the equation (A10) top of the page

which recovers the ideal matrix in equation (A9) in the limit
e = 0 (0 - 0) and T — 1. This shows that all elements

in the normalized MM except those in the first row are
affected by the same factor 1 — 0.

However, it can also be demonstrated that the
sample matrix in equation (A10) is recovered when
using the PSA matrix in equation (A3) to calculate
A '(e) - Ie) - ' = M, ie., the ER error of the
micro-polarizers is completely compensated.

Finally, let us note that we are applying this compensa-
tion method to a simplified model where only a uniform lim-
ited extinction ratio of the micro-polarizers is considered.
The effect of spatial variations of the extinction ratio or
errors in the orientation of the micro-polarizers can be con-
sidered as indicated in [34].
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Abstract. State-of-the-art super-resolution microscopy techniques, including Stimulated Emission Depletion
(STED), Reversible Saturable Optical Fluorescence Transitions (RESOLFT), and Switching Laser Mode
(SLAM) microscopies, implement Laguerre-Gaussian beams, also known as vortex or doughnut beams to
capture fluorescence information within a sub-wavelength area of the observed sample, effectively surpassing
the diffraction limit and significantly improving the quality of the image. However, these techniques typically
operate at point by point basis, involving time-consuming scanning of the sample to construct a complete, mean-
ingful image. Therefore, for real-time live cell imaging purposes, the parallelization of illumination is crucial. In
this study, we demonstrate the parallel generation of arbitrary arrays of Gaussian and Laguerre-Gaussian laser
foci suitable for super-resolution microscopy. We achieve rapid scanning through the sample using acousto-optic
spatial light modulation, a technique we have previously pioneered across various fields. By employing paral-
lelized illumination with both Gaussian and doughnut beams, we aim to capture super- resolution images.

Keywords: Parallel ilumination, Acousto-optical devices, Super-resolution microscopy, Subtraction microscopy.

1 Introduction

Resolution is one of the most significant constraints in
fluorescence microscopy, even for the edge-cutting technol-
ogy confocal microscopes that are the most prevalent for
visualization in many applications in the Life Sciences. It
is no wonder, then, that the emergence of optical super-
resolution, around the turn of the century [1, 2], has pro-
foundly transformed the modern microscopy landscape.
The emerging super-resolution techniques, Stimulated
Emission Depletion (STED) and its variants (Ground State
Depletion, GSD |[3], Continuous Wave STED, CW-STED
[4], Reversible Saturable Optical Fluorescence Transi-
tions, RESOLFT [5, 6], and Minimum Emission Fluxes,
MINFLUX [7]) are noteworthy for their exceptional resolu-
tion capabilities (reaching down to 1-2 nm for MINFLUX).
Depletion microscopies like STED are based on the confine-
ment of the fluorescent emission within a sub-wavelength
region through the coordinated action of two lasers.
The first laser beam presents a typical TEM00 Gaussian
intensity profile, and it is used to excite (or activate, in
RESOLFT) the fluorophores within the sample. A second

* Corresponding author: jordi.tiana@ub.edu

laser beam, characterized by a “doughnut” intensity profile
(i.e., a Laguerre-Gaussian beam), suppresses the sponta-
neous fluorescence (or deactivates the fluorophores) around
the central singularity, leaving the molecules near the dark
core unaffected. Consequently, the resulting fluorescent
emission comes from a reduced, sub-diffractive area of the
sample. The subsequent image is constructed by scanning
the sample. The collection of emitted photons yields an
effective point spread function (PSF) that achieves super-
resolution within the range of 30-70 nm [1, 2]. While STED
uses standard fluorophores, RESOLFT uses photoswitch-
able molecules, which drastically reduce the laser power
needed for the depletion beam, thus inducing less photo-
damage, making prolonged observation of living cells more
feasible [5]. Nevertheless, one of the several drawbacks asso-
ciated with STED and its derivatives is the relatively slow
operation due to the sequential composition of images.

2 Acousto-optic deflectors (AODs) for parallel
illumination

Despite the success of the implementation of highly parallel
depletion microscopy setups, typically RESOLFT due to its

This is an Open Access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0),
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
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cell friendly properties, which significantly speed up the
scanning process, as described in the literature [6, 8], these
methods depend on the periodic minima of a standing wave
illumination to confine fluorescence at multiple spots
simultaneously. In this contribution, we present an alterna-
tive approach: the generation of extensive arrays of switch-
able Gaussian and Laguerre-Gaussian laser spots using
acousto-optic holography. Acousto-optic deflectors (AODs)
are TeO2 crystal based beam-steering devices, wherein the
refractive index is modulated by an acoustic wave gener-
ated with an oscillating piezoelectric transducer driven by
an electrical signal. Recent studies have demonstrated the
versatility of AODs as general-purpose spatial light modu-
lators. This is achieved by computing driving signals using
digital holography techniques and feeding the transducer
with these signals via a programmable radiofrequency
generator [9-11]. Within the crystal, a specific refractive
index variation emerges, enabling spatial control over a
laser beam as it traverses the device. The details of how
we compute such holographic driving signals have been
reported elsewhere [9-11]; however, throughout the next
sections we show that properly designed acousto-optic holo-
grams can be used as the basis for parallelizing the paired
excitation/de-excitation beams essential in STED-like
super-resolution microscopy. Additionally, acousto-optic
holography offers a convenient method for rapidly scanning
the sample using these illumination arrays, thereby present-
ing a promising technology for the development of future
live-cell, optical super-resolution microscopes capable of
operating at video rates. Although there are previous stud-
ies of the behavior of Laguerre-Gaussian beams after deflec-
tion by AODs, which show that their shape remains largely
unaffected, these studies do not specifically consider their
suitability for super-resolution microscopy [12, 13].

3 Experimental setup

In this work we aim to produce, assess, and validate the opti-
cal quality of TEMO1 Laguerre-Gaussian beams, also known
as optical vortices or doughnut beams, after going through a
pair of active acousto-optic cells with a view to parallelize
STED-like super-resolution microscopy. To accomplish this
goal, we will utilize the experimental setup depicted in
Figure 1, which employs a two-path scheme illuminated
with a TEMOO Gaussian beam. The illumination laser
source is a A = 488 nm laser (Integrated Optics,
MatchBox 0488L-15A-NI-PT-NF). The setup offers flexibil-
ity in controlling the active light path by adjusting the input
polarization using a half-wave plate placed on a rotation
mount that allows for precise tuning at the entrance port
of the polarizing beam splitter. In one of the paths, the
TEMO1 Laguerre-Gaussian mode is generated when a
Gaussian beam passes through a vortex phase plate. A
vortex phase plate or spiral phase plate consists of a dielec-
tric coating plate whose thickness increases in a given
number of steps, proportionally to the azimuth angle around
a point in the center [14]. The Vortex-Photonics phase plate
(V-488-10-1) possesses 64 steps, and is tuned to our working
wavelength (4 = 488 nm) with a topological charge m = 1.

On the other path, the input TEMO00 Gaussian mode is
freely propagated. A second half-wave retarder is placed
after a polarizing beam-splitter that again merges the two
optical trains. By always moving both 1/2-plates by the
same angle, the polarization at the AOD will not change.
Two mirrors are then used to align the beam with the
camera port of the microscope. Since metallic mirrors were
used, it was necessary to place a linear polarizer after them,
to filter out undesired polarization components. The image
acquisition time of this setup is currently limited by the rota-
tion time of the 1/2-plates, which takes around 100 ps to
complete the4b’travel needed to change between input
and output polarization states. Finally, either the Gaussian
or the doughnut beam enters into our microscope (Nikon
Eclipse TE2000) equipped with a high numerical aperture
objective (Nikon CFI PlanApo AD, oil-immersion, 100x,
NA = 1.45). As previously mentioned, in order to create a
2D spot array for illuminating the sample, two AODs are
employed (Fig. 1, upper right inset). The scanning of the
sample along the horizontal and vertical directions is
achieved by shifting the illumination pattern through a
linear phase ramp introduced into the hologram (since there
is a Fourier transform relationship between the AODs and
the objective focal plane). To image a sample with a field
of view spanning 66 x 66 pm, we employed an illumination
matrix consisting of 20 x 20 points, featuring Gaussian or
doughnut beams, each spaced 3.3 pm apart. This illumina-
tion matrix scanned the sample in 20 x 20 steps. For each
scanning step the sample was exposed for 10 ms for a result-
ing frame rate around 0.25 Hz (corresponding to the images
shown in the manuscript). With the reported prototype, we
could eventually achieve a frame rate of one image per
second, by reducing the exposure time and compensating
for with an increased illumination power.

Based on this scheme, we have designed and imple-
mented, at a proof of concept level, a microscope capable
of parallelizing the illumination. In what follows, we will
provide results that demonstrate the capacity of this instru-
ment for super-resolution microscopy, for which we will
employ an algorithm based on the subtraction between the
images obtained with Gaussian and doughnut illuminations.

4 Weighted subtraction microscopy approach

As described in [15, 16], subtraction microscopy is a tech-
nique that involves illumination with both a Gaussian
and a doughnut beam, which leads to a super-resolution
comparable to that provided by structured illumination
microscopy. Subtraction microscopy is a cost-effective
implementation of STED microscopy, a type of laser scan-
ning microscopy where two fluorescent images are taken,
one when illuminated by a standard Gaussian and one with
a doughnut profile, as the excitation beams. The doughnut-
illuminated image is then subtracted from the Gaussian-
illuminated image with a weighting factor o:

Ii,m(xa y) :Ig(mv y) —OC'Id((E, y) (1)

The choice of the o factor has a large influence on the image
quality and resolution. A value that is too small will not
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Figure 1. Experimental setup for the characterization of the doughnut beam. (LP) linear polarizers, (HWP) half-wave plates
mounted in rotation mounts, (PBS) polarizing beam splitters. The upper right inset shows the two AOD configuration used to

generate the 2D illumination spot array.

Figure 2. Images of mitochondria in huFIB cells synthesized with (a) epifluorescence, (b) virtual pinhole with Gaussian illumination
and (c) virtual pinhole with subtraction algorithms. For the subtraction algorithm, a constant coefficient of « = 0.58 was chosen.

lead to an increase in resolution, whereas too large a value
will produce artifacts in the final image. We have found
that a factor o = 0.58 leads to maximum resolution without
visible artifacts in our case.

5 Results

We show in Figure 2 the reconstructed images of mitochon-
dria in human fibroblasts labelled with Alexa Fluor 488
(Cells 4c, GATTAquant). In Figure 2(a) epifluorescence
images are synthesized by assigning to each pixel the
averaged value of that pixel in all images gathered under
Gaussian illumination. As expected, under this reconstruc-
tion algorithm, the background from out-of-focus light is
quite prominent.

In Figure 2(b) we used a virtual pinhole reconstruc-
tion algorithm, imitating the physical pinhole of confocal
microscopy, where each point of the captured image is
multiplied by a Gaussian mask with a size of the effective
point spread function (PSF, in our case the size was chosen
to be 195 nm). This method allows for the capture of optical
sections of samples with improved resolution and
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Figure 3. Intensity profiles extracted from dashed white lines
in Figure 2 corresponding to epifluorescence (black line), virtual
pinhole with Gaussian illumination (red line), and virtual
pinhole with subtraction (green line) reconstructed images.
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Figure 4. (a) Image of the doughnut illumination pattern using a mirror sample and (b) R? map to quantify the quality of
doughnuts. The red and green squares represent the doughnut spots with the lowest and highest R* values within the array,

respectively.

reduced background noise. Under this algorithm, a clear
improvement in terms of out-of-focus light is observed,
although the images still do not show super-resolution
information.

Finally, in Figure 2(c) the reconstructed image using the
subtraction algorithm in combination with the two illumi-
nations (Gaussian/Laguerre-Gaussian) and virtual pinhol-
ing is presented. A clear improvement in both out-of-focus
light and resolution can be appreciated.

In order to qualitatively assess the enhancement in
resolution achieved by the three implemented algorithms
in Figure 3, we present a horizontal cross-section (indicated
by the dashed white line in Fig. 2). This figure demonstrates
a noticeable improvement in both background intensity and
resolution. Particularly with the subtraction algorithm, sig-
nificantly finer intensity peaks are evident, characterized by
a reduced full width at half maximum of the mitochondria
membrane sections.

Furthermore, in order to quantitatively evaluate the
resolution of these images, the ImageJ plugin presented in
[17] is used. The resolution obtained is 230 nm, 200 nm
and 136 nm for epifluorescence, Gaussian pinholing and
subtraction with pinholing methods, respectively. With

respect to the Abbe diffraction limit, Az = ﬁ =190 nm
for a wavelength of 488 nm and an effective numerical
aperture of 1.33, we have achieved a V2 improvement
factor.

Finally, in order to illustrate the quality of the dough-
nuts across the entire field of view, we examine their char-
acteristics. As discussed in [18], doughnut beams are highly
sensitive to off-axis deformations and very particularly to
astigmatic aberrations. In Figure 4, it is evident that the
quality of the doughnuts, characterized by the R? factor ob-
tained from the 2D fitting of the doughnut modes, deterio-
rates as we move radially away from the optical axis. It is
worth noting that in our setup, the optical axis is slightly
shifted to the bottom right corner of the image.

6 Conclusions

In this work we have presented a proof of concept
microscope, based on AODs technology to parallelise both
Gaussian and doughnut illumination, capable of obtaining
super-resolution images with a subtraction-based algo-
rithm. Even though we already obtained super-resolved
images, we anticipate a better resolution in the future when
addressing the correction of astigmatic aberrations in our
setup.

Currently, the main time limitation comes from the
rotational mounts that control the input and output polar-
ization states (that switch from Gaussian to doughnut
illumination), but in future implementations we expect to
reduce it by using two lasers and triggering signals. Then
the imaging time will mainly depend on the exposure time
and the number of steps in the scanning process, but since
the scanning is parallelized, a significant reduction com-
pared to conventional laser scanning microscopes will be
easily achieved.
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Abstract. Deep neural networks (DNNs) are increasingly employed across diverse fields of applied science,
particularly in areas like computer vision and image processing, where they enhance the performance of instru-
ments. Various advanced coherent imaging techniques, including digital holography, leverage different deep
architectures like convolutional neural networks (CNN) or Vision Transformers (ViT). These architectures
enable the extraction of diverse metrics such as autofocusing reconstruction distance or 3D position determina-
tion, facilitating applications in automated microscopy and phase image restitution. In this work, we propose a
hybrid approach utilizing an adapted version of the GedankenNet model, coupled with a UNet-like model, for
the purpose of accessing micro-objects 3D pose measurements. These networks are trained on simulated
holographic datasets. Our approach achieves an accuracy of 98% in inferring the 3D poses. We show that a
GedankenNet can be used as a regression tool and is faster than a Tiny-ViT (TViT) model. Overall, integrating
deep neural networks into digital holographic microscopy and 3D computer micro-vision holds the promise of
significantly enhancing the robustness and processing speed of holograms for precise 3D position inference and

control, particularly in micro-robotics applications.

Keywords: Digital holography, Microscopy, Computer micro-vision, Deep neural networks.

1 Introduction

In computer vision and robotics, accurate 3D positioning
and trajectory determination are crucial for a variety of
applications, including industrial and clinical [1]. Neural
networks, including convolutional neural networks (CNNs)
or Vision Transformers (ViT) play a significant role in
visual data processing [2]. Digital holography (DH) in
microscopy enhances the analysis of object amplitude and
phase in a single image with off-axis configuration, improv-
ing the accuracy of in-focus position detection without
mechanical adjustments. Combining Deep Neural Networks
(DNN), mixing version of the GedankenNet model [3] and a
UNet-like model [4] with DH provides a promising solu-
tion for accurately controlling complex trajectories of
micro-objects in automated microscopy in real-time con-
strains [5].

“Jesis E. Brito Carcaino and Stéphane Cuenat contributed
equally to this work as first authors.
* Corresponding author: maxime. jacquot@univ-fcomte.fr

2 Theoretical background and context
2.1 Deep neural networks

DNNs inspired by biological neural networks, process, clas-
sify, and predict complex data through multi-layer struc-
tures. These networks employ non-linear transformations
from input to output layers, enabling tasks like linearization
in higher-dimensional spaces [4]. Optimization of DNN
results involves a learning step, training the network with
input-output data pairs. Adequate training data volume
is crucial for optimal performance. DNNs, notably convolu-
tional CNNs and ViT models, have demonstrated high
effectiveness in tasks like image classification, computer
vision, and solving complex problems such as autofocusing
in DH [2, 3].

2.2 Digital holographic microscopy and computer
micro-vision for micro-robotics

DH is an advanced imaging technique capturing both
amplitude and phase of an object’s entire wavefield using
a CMOS imaging sensor. In Figure 1, we show typical
experimental digital hologram a 2D pseudo-periodic pattern

This is an Open Access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0),
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
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Figure 1. (a) Lyncee-tec DHM observing a micro-structured pattern moved by a hexapod stage. (b) A typical experimental
hologram of a pseudo-periodic pattern that allow 3D pose measurement [2]. Image reconstruction (c) in amplitude and (d) in phase at

a numerical in-focus distance of 185 pum.

as phase object to perform 3D pose control in 3D through a
microscope [2]. This study explores DH coupled with a com-
puter micro-vision approach, employing phase correlation
image processing techniques for sub-voxel sample pose mea-
surements in micro-robotics [6, 7).

Digital hologram reconstruction relies on the Angular
Spectrum Method [8], and a Lyncee-Tec Digital Holo-
graphic Microscope (DHM) equipped with 10x MO lens,
adapts these principles to micro-objects, see reference [2]
for experimental details. DHM works with digital autofo-
cusing, enables automated microscopy and 3D pose control
of micro-objects. Recent research highlights the use of DNN
for faster auto-autofocusing in DHM through statistical
image reconstruction, treating autofocusing as a classifica-
tion or regression task [5]. The challenges include improving
multiscale sensitivity for automated microscopy in 6 degrees
of freedom (DoF) pose estimation while maintaining a
broad field of view and depth of field [1]. A 2D pseudo-per-
iodic pattern serves as a referencing sample (Fig. 1(c) and
(d)). High-tech micro-assembly platforms in robotics
demand translation and rotation stages (Fig. 1(a)), address-
ing increasingly complex tasks with nanoscale positioning
resolution and large-scale movements beyond the centime-
tre range. This work addresses the challenge to target 3D

inference and video-rate control of samples for complex
micro-nano manipulation such as 3D MEMS micro-nano-
assembly and alignment, 3D nanoprinting, visual servoing
for 3D nanopositioning [1].

3 Positioning models (X, Y and Z)

In this work, we combine previous autofocusing with DHM
accelerated with DNN [2] giving Z position and a new
approach to determine in the same time X and Y coordi-
nates. In Figure 2(a—c), the structure of the XY Model (con-
sisting of a series of 2D Convolution Layers and Max
Pooling Layers) based on the UNet architecture [4] is pre-
sented, specifically designed for 3D pose estimation. The
model takes a Region of Interest (ROI) extracted from
the input hologram, initially sized at 768 x 768 pixels
within a hologram of 1024 x 1024 pixels. The resulting out-
put from the model is a reconstructed thumbnail of
64 x 64-pixels, encapsulating the X and Y positional infor-
mation [6]. Subsequently, Figure 2(d-f) outlines the
arrangement of the Z Model, which is based on an adapted
version of a GedankenNet model proposed in [3]. The pri-
mary distinctions from the original version are that it
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Figure 2. (a—c) Thumbnail reconstruction. (d—f) Assess the distance Z. (a) A ROI of 768 x 768 is cropped from the hologram at a
fixed position. (b) XY Model (based on a UNet like model). (c) The reconstructed thumbnail of 64 x 64 pixels. (d) A ROI of 128 x 128
is randomly cropped from the hologram space. (e) Z model based on an adapted version of a GedankenNet model [3]. (f) The distance

Z.

accepts a single image as input and the input size has been
minimized to 128 x 128 pixels for faster computation of the
Spectral Conv2D Layers (Fig. 2(f)). The XY Model’s
uniqueness lies in not reconstructing an image of the same
size as the input (Fig. 2(b) depicts the initial Conv2D layers
downsizing the input to 64 x 64).

4 Methodology

We address this issue by applying DNNs to micro-vision
measurement of 3D trajectories with DH. Recently, we
demonstrated the ability of new generation of deep neural
networks such as ViT to predict the in-focus distance with
a high accuracy [2]. In a previous work, we also showed the
ability of 2D pseudo-periodic pattern combined to conven-
tional imaging system, used as in-plane position encoder,
has allowed a 108 range-to resolution ratio through robust
phase-based decoding [7]. Here, we present DNNs dedicated
to hybrid approach combining computer micro-vision and
DHM, able to perform simultaneously in-plane and out-
plane measurements, at video-rate and without in focus full
image reconstruction. The experimental setup is presented

in Figure 1. It consists in a DHM, a hexapod capable of pre-
cise motions along the 6DoF and a micro encoded pattern.
We also show a typical hologram obtained and its recon-
struction (Fig. 1(b)). The interferometric character of DH
converts out-of-plane position of the sample in phase data
that, combined with in-plane information retrieved from
the micro-structured pattern, allows accurate measurement
of 3D trajectories. DNNs speed up data processing and infer
video-rate position detection.

DNNSs require training to realize expected tasks and to
reach the best performances. In our work, the training step
is conducted from a dataset constituted by simulated holo-
grams. Various experimental parameters have been consid-
ered in simulations such as spherical aberration introduced
by objective microscope lens, and has been implemented in
simulated hologram datasets, with the aim of being able to
mimic real experimental conditions. To rigorously evaluate
the effectiveness of the proposed methodology, which inte-
grates DH with DNNs and video-rate micro-vision, we con-
ducted a comprehensive validation through simulation. Our
primary objective was to assess the DNNs capability to pre-
dict a simulated 3D trajectory under precisely controlled
conditions. For this purpose, we selected a Lissajous’ figure
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(result of superposing two harmonic motions on the X-Y
plane). This complex trajectory served as a challenging
yet well-defined path for rigorously testing the capabilities
of the DH-DNN system. We simulated a complete 3D
trajectory of 2D pseudo-periodic pattern with period of
9 pm, displaced by the hexapod stage (Fig. 1(a)), along
the two-dimensional Lissajous trajectory in the X-Y plane
and generated corresponding sequence of digital holograms.
This trajectory was then extended into the third dimension
by introducing incremental steps along the Z-axis, simulat-
ing motion in depth. Each step in the Z-direction corre-
sponds to a subsequent holographic reconstruction
distance for the simulated hologram. Subsequently, the gen-
erated holographic datasets were used in DNNs for training
step and infer the trajectory. The networks were tasked
with accurately predicting the Lissajous’ trajectory based
on the holographic dataset inputs, essentially capturing
and replicating the complex curve in their predictions. To
analyse each hologram (inference mode), both models are
used (Fig. 2), XY Model and Z Model to get the associated
thumbnail and Z distance. A post-processing algorithm is
applied on the reconstructed thumbnail to extract the
binary vectors representing the positions (X and Y)
(Fig. 2¢). To convert the binary vectors into meaningful
micron-scale coordinates, each vector within the complete
sequence of bits is identified. Those indexes are used to com-
pute the final X and Y coordinates as described in [6].

5 Results

We present the results obtained from the DH-DNN system
methodology for predicting 3D trajectories. The models
(XY Model and Z Model) have been trained using a total
of 65000 simulated holograms. The XY Model is using
binary cross entropy loss. The Z Model has been trained
using a cross-validation method using the TanhExp loss
function [9]. Both models are trained using the Adam opti-
mizer. The models have been tested on a simulated trajec-
tory of 1121 holograms. In Figure 3(a), the list of outliers
(red points), the simulated (dashed blue line) and estimated
(green line) trajectories are shown in 3D space. The accu-
racy exceeds 98% which demonstrates the system’s ability
to correctly estimate the 3D poses. Figure 3(b) provides a
visual representation of the error along the Z axis and the
deviation on the X-Y plane (L2-norm). This graphical
depicts the precision of DNN predictions, revealing a max
error of 25 pm on X-Y and less than 1 pm on Z. This X,
Y level of performance must be compared with a maximum
encoded area of 11 x 11 ecm?® This allows video-rate moni-
toring of large displacements with a coarse but sufficient
accuracy whereas eventual fine 3D pose is controlled by
high accurate but much slower conventional processing.
Figure 4 shows the matching rate associated to each
estimated 3D pose. This underscores that a rate level
between 90 and 100 is adequate for accurately decoding
the correct position. The precision along the Z axis is of
the same magnitude as in [2]. These results emphasize the
DH-DNN methodology’s capability to provide highly
accurate and detailed predictions of three-dimensional

(a ) e Outliers
w— Estimated trajectory
---- Simulated trajectory

€ 15
S 10
Iy
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Figure 3. (a) Outliers (in red), simulated (in blue) and
estimated (in green) trajectory in the 3D space. (b) Z and X-Y
errors in pm (absolute difference and L2-norm). The Z error is
mostly below an error of 1 um (red dashed line).

B Outliers

0.34{ ™=m Right 3D poses

E

s

> 2]

e

g 011
0.0

70 75 80 85 90 95 100

Matching rate

Figure 4. Matching rate associated to each 3D pose (red:
outliers, green: right 3D poses).

trajectories. This highlights its practical utility in real-time
micro-robotics and micro-vision applications. Moreover, the
average inference speed is below 20 ms on a NVidia RTX
3090 32 GB mainly consumed by the data transfer of the
images to the GPU (XY Model: 7.5 ms inference; Z Model:
2.5 ms inference; 10 ms for the data transfer).

6 Conclusions

We propose a method that enables the direct determination
of 3D positions from hologram space with a mean error of
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1 pm on Z and 12 pm on X-Y, effectively bypassing the need
for full holographic image reconstruction. These errors must
be compared to the complete encoded area of 11 x 11 cm?.
Moreover, our study offers a thorough analysis of the
matching rate levels attributed to each 3D pose. We believe
it is the first time a GedankenNet model is used as a regres-
sion tool. The modified GedankenNet (Z Model) achieved
an inference speed of 2.5 ms, contrasting with the over
20 ms required by a TViT [2].

Funding

This work was supported by Agence Nationale de la Recherche,
HOLO-CONTROL project (Contract No. ANR-21-CE42-0009),
by the French Investissements d’Avenir program, TIRREX project
(Contract No. ANR-21-ESRE0015), SMARTLIGHT project
(ANR-21-ESRE-0040) and by Cross-disciplinary Research (EIPHI)
Graduate School (contract No. ANR-17-EURE-0002). This work
was performed using HPC resources from GENCIIDRIS (Grant
20XX-AD011012913R2) and the Mésocentre de Franche-Comté.

Conflicts of interest

The authors declare that they have no competing interests to
report.

Data availability statement

The data associated with this study is available upon request.
Please contact the corresponding author to request access to the
data.

Author contribution statement

PS, RC, GJL and MJ contributed to the conceptualization of the
idea. The development of deep neural networks and datasets was
performed by SC. The experiments and simulations of data were
performed by BA and JBC. The development of digital hologram
algorithms was performed by JBC. SC, JBC and MJ wrote the
manuscript with feedback from RC, GJL and PS. All authors dis-
cussed the results and contributed to the final manuscript.

References

1 Yao S., Li H., Pang S., Zhu B., Zhang X., Fatikow S. (2021)
IEEE Trans. Instrum. Meas. 70, 1-28.

2 Cuenat S., Andréoli L., André A.N., Sandoz P., Laurent G.J.,
Couturier R., Jacquot M. (2022) Opt. Ezpress 30, 14.

3 Huang L., Chen H., Liu T., et al. (2023) Self-supervised
learning of hologram reconstruction using physics consistency,
Nat. Mach. Intell. 5, 895-907.

4 Ronneberger O., Fischer P.,
1505.04597.

5 Zeng T., Zhu Y., Lam E.Y. (2021) Opt. Express 29, 24.

6 André A.N., Sandoz P., Mauzé B., Jacquot M., Laurent G.J.
(2022) Int. J. Comput. Vis. 130, 6.

7 André A.N., Sandoz P., Mauzé B., Jacquot M., Laurent G.J.
(2020) EEE/ASME Trans. Mech. 25, 1193-1201.

8 Goodman J.W. (2005) Introduction to fourier optics, Roberts
& Company Publishers, Englewood, pp. 55-61.

9 Liu X., Di X. (2020) arXiv. 2003.09855.

Brox T. (2015) arXiv.



J. Eur. Opt. Society-Rapid Publ. 2024, 20, 7

© The Author(s), published by EDP Sciences, 2024
https://doi.org/10.1051 /jeos /2024006

Available online at: https://jeos.edpsciences.org

EOSAM 2023

Journal of the European Optical
Society-Rapid Publications

Guest editors: Patricia Segonds, Guy Millot and Bertrand Kibler

RESEARCH ARTICLE OPEN g ACCESS

nJ-level normal-dispersion fiber optical chirped-pulse parametric

oscillator

Tristan Guezennec'?, Said Idlahcen’

Laurent Provino® @, Adil Haboucha? @, Thomas Godin'*

1 ps 1

, Armand Cervera', Pierre-Henry Hanzard
. 1

, and Ammar Hideur

, David Landais®?,

LCORIA, UMR 6614 CNRS — INSA Rouen — Université de Rouen Normandie, 675 avenue de 'Université,

76801 Saint Etienne du Rouvray, France

2 Photonics Bretagne, 4 rue Louis de Broglie, 22300 Lannion, France

Received 30 January 2024 / Accepted 16 February 2024

Abstract. We demonstrate the generation of broadband tunable and synchronized pulses exceeding the
microjoule level using the new concept of Fiber Optical Parametric Chirped-Pulse Oscillation (FOPCPO).
The oscillator is based on a collapsed-ends photonic crystal fiber pumped in the normal dispersion regime by
an ytterbium fiber laser delivering highly-chirped pulses. The experimental results are compared with the
results of numerical simulations and highlight that the feedback ratio appears as a key parameter for optimizing

the system’s efficiency and dynamics.

Keywords: Parametric Sources, Nonlinear Fibers, Fiber laser, Ultrafast laser, Parametric oscillator, FOPCPO.

1 Introduction

Optical parametric amplifiers and oscillators delivering
ultrashort pulses are a well-established technology that
has enabled considerable progresses in many research and
industrial applications [1]. Multi-mJ energies and few cycles
pulse durations are now reached using solid-state optical
parametric sources but their complexity, cost, and align-
ment sensitivity hinder their use outside the laboratory
environment. In the last years, significant advances have
been made in their fiber-based counterparts which rely on
Degenerate Four-Wave Mixing (DFWM - third-order
nonlinearity of silica). Nonlinear wavelength conversion of
ultrashort pulses has then been obtained with a variety of
fiber systems. In particular, using the concept of Fiber Opti-
cal Parametric Chirped-Pulse Amplification (FOPCPA)
[2—4] has allowed to overcome the saturation of the nonlinear
process and the pJ level has been reached, by either using
complex optical fiber designs or using Raman gain assis-
tance. However, such systems operate in the anomalous
group velocity dispersion of the fiber which restricts the
parametric sidebands near the pump wavelength. FOPCPA
pumped in the normal dispersion regime and delivering
sub-picosecond pulse with wide wavelength separations
have been reported but are still limited in terms of tunability
as they require a seed source [5-7]. A way to circumvent this

# Currently at Lumibird, Lannion, France
* Corresponding author: thomas.godin@coria.fr

limitation is to use a resonant fiber optical parametric
oscillator (FOPO) where the dispersion map can be tailored.
High energy levels and ultrashort pulses — along with excel-
lent signal-to-noise ratios — have then been obtained in
FOPOs combining DFWM in Photonic Crystal Fibers
(PCF) with pumping in the normal dispersion regime
[8, 9]. Further energy scaling is however quite limited due
to high peak powers and subsequent nonlinearities. To over-
come this limitation, a natural idea is then to combine
FOPCPASs capabilities in terms of energy scaling by using
chirped pulses with FOPQO'’s flexibility and wavelength tun-
ability. Such a concept — termed FOPCPO — was first inves-
tigated numerically and showed significant potential for
bandwidth control of parametric waves [10]. We then
demonstrated experimentally the feasibility of this concept
by generating broadly-tunable highly chirped pulses with
energies exceeding 200 nJ in such a FOPCPO [11]. By com-
bining highly-chirped pump pulses with a collapsed-ends
photonic crystal fiber, we now confirm this idea and report
on the generation of broadband signal and idler waves
exceeding the pJ level at MHzrepetition rates from a
FOPCPO pumped in the normal dispersion regime.

2 Experimental set-up

The experimental setup is depicted in Figure 1. The pump
laser is a commercial ytterbium fiber laser (Active Fiber
Systems GmbH), delivering highly-chirped pulses of 800 ps
at 1032 nm (200 fs transform-limited) with 15 W average

This is an Open Access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0),
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
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Figure 1. Experimental setup. ISO: Isolator, CE-SUP5-125: Collapsed-ends SUP5-125 fiber, DM: Dichroic mirror, PBS: Polarization

beam splitter, ODL: Optical delay line.

power at 1 MHz repetition rate. The pump pulses are
injected into the nonlinear fiber through a combination of
a dichroic mirror and an aspheric lens (11 mm focal length).

The nonlinear fiber is an air-silica micro-structured 8 cm
long SUP-5-125 (Product line Perfos®) fiber, developed and
drawn at Photonics Bretagne facilities. It exhibits a nonlin-
ear coefficient of 15 W~ 'm™", a 5 pm mode field diameter,
and a zero-dispersion wavelength of 1055 nm. Both ends of
the fiber are collapsed in order to mitigate the laser induced
damages due to the high peak power coming from the pump
laser (up to 20 kW). The collapsed region is tailored to
avoid beam diffraction on the fiber tip, resulting in an excel-
lent output beam quality, as shown in Figure 2c¢ on the
beam profile taken at directly at the output of the fiber.
As the phase-matching diagram depicted in Figure 2a
suggest, such a fiber should generates a signal wave in the
800 nm band, along with an idler wave in the 1500 nm
band.

The cavity is closed with a 200 m PM780 spool, so the
signal wave propagates in the normal dispersion regime all-
along the intracavity components, and match the repetition
rate of the pump laser. In order to finely adjust the round-
trip delay of the cavity, we also implemented an Optical
Delay Line (ODL), which allows us to tune the emission
wavelength using a dispersive filtering effect [12]. This
indeed gives the possibility to overlap different spectral
components of the pump pulses and the signal pulses, hence
changing the phase-matching condition of the parametric
process. The feedback ratio is controlled via an adjustable
optical circulator before the ODL, and the polarization of
the signal is controlled in the cavity in order to improve
the parametric conversion and to mitigate any polariza-
tion-dependent phase mismatching in the nonlinear fiber.

3 Numerical simulations
3.1 Numerical FOPCPO model

In order to predict the FOPCPO performances, we devel-
oped a script for a typical cavity as depicted in Figure 3.
The script propagates the complex optical envelop through

the different fibers and components, and reuse a fraction of
the output field into the next cavity roundtrip. Numerical
simulations along the fiber segments were performed using
an in-house Generalized Nonlinear Schrédinger Equation
(GNLSE) solver, with a Runge-Kutta 4 in Interaction
Picture (RK4IP) method [13]. The main idea is to solve
the following GNLSE:

OA(T) _ o(w)
= T A D) Y by

k>2

O A(z, T)
aTk

L

...iy<1+rshock%) X (A(z, T)/ R(T)|A(z, T — T/)\ZdT/>

N
(1)
By applying the following transformation,
Az, T) = e(z"z,)iA(z7 T) (2)

it is possible to solve equation (1) using standard Runge-
Kutta 4 algorithm. The fibers parameters (i.e. the Taylor
coefficients ff; and the nonlinear coefficient y) were deter-
mined using an in-house developed fiber mode solver based
on a finite- difference method, while the material loss o are
approximated using the fused silica losses model presented
in [14]. The pump pulses are modeled using:

A(t) _ \/P»Q€71/2 (’1;01) ei(%((ufwu) )771(001& (3)

where (5 is the 2nd order phase coefficient that control the
quadratic phase (i.e. the chirp) of the pulse [15]. In order to
initiate the parametric fluorescence in the nonlinear fiber,
the pump pulses are injected with a noise of one photon
per spectral mode.

The numerical parameters used in the simulations are
detailed in Table 1.

The pump pulses are defined as linearly chirped gaussian
pulse, with a Fourier-limited duration of 200 fs, energies of
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Figure 3. Outline of the cavity simulation.

10 pJ, and a 2nd order phase coefficient of 5.8 - 1072 %
leading to a pulse duration of 800 ps at 1032 nm.

3.2 Numerical results

Simulations were performed for 100 roundtrips in the cav-
ity. As depicted in Figure 4, we extracted narrowband sig-
nal pulses of 1.2 pJ centered at 785 nm, along with
broadband idler pulses of 650 nJ, exceeding our previous
numerical predictions [11]. The FOPCPO is self-starting
from noise and is stable after roughly 60 roundtrips. As pre-
dicted by Brinkmann et al. [10], all the pulses are linearly
and positively chirped, allowing compression using stan-
dard grating-based compressors. By defining the compres-
sor dispersion coefficients using the model given in [16], it
is possible to compress the pulses below 950 fs for the idler
and 3 ps for the signal. The feedback ratio given by the
losses of the coupler was carefully adjusted in order to allow
a stable operation with coherent output pulses.

4 Experimental results
The FOPCPO output measured at 10 uJ pump energy are

summarized in Figure 5a. Using time-dispersion tuning, the
FOPCPO output pulses can be widely tuned over the gain

bandwidth with a tunability of 30 nm for the signal (from
780 to 810 nm), and 70 nm for the idler (from 1440 to
1510 nm), with a maximum gain obtained at 800 nm and
1450 nm and a pulse duration of 260 ps has been measured
using a fast detection system (25 GHz photodiode and 33
GHz oscilloscope). The output signal energy scales linearly
with the pump energy and reaches 1.4 pJ, see Figure 5b.

It is worth noting that both idler and signal pulses are
relatively broadband (from 5 to 10 nm), which is a major
difference with the numerical simulations as narrower signal
pulses were expected. The physical reason behind this dis-
crepancy is still being investigated. However, it appears
that several regimes are actually accessible by adjusting
the feedback ratio. We identified two specific regimes, one
with a low feedback ratio that appears slightly narrower
than the one with a high feedback ratio, as depicted in
Figure 6. In addition, the highest energies were obtained
with the high-feedback regime.

As discussed by Zhang et al. [17], it appears that the
output spectrum broadens as the feedback ratio increases,
before reaching an unstable regime for a critical feedback
ratio. Although this phenomenon is easy to detect in
numerical simulations, it is no mean feat experimentally.
Because of the spectrum analyser integration time, one
should track the FOPCPO output dynamic pulse by pulse,
by means for example of dispersive Fourier transform,
however it needs a spool of normal dispersion optical fiber
at the wavelength of interest. Pulse compression is an ongo-
ing work, as it can be a challenging task for oscillators that
exhibits several dynamic behaviors.

5 Qutline and prospects

We demonstrate that using highly chirped pulses in combi-
nation with PCF ends functionalization to mitigate fiber
tips damage, energy scaling of the FOPCPO scheme
beyond the microjoule barrier is possible. This opens the
path for the development of widely tunable parametric
oscillators delivering high energy levels at high-repetition
rates. These features would make FOPCPOs prominent
sources for stimulated coherent Raman spectroscopy
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Table 1. Simulation parameters of the FOPCPO.

Element Length (m) a(m™) 9 (W'-m™) (- mY E-m) gE-m) Aent (nm)
SUP-5-125 0.08 0.002 15 2.17.107% 6.36.10" —8.9.107°°
@1040 nm @1040 nm @1040 nm
PM780 200 0.002 10 4.31.107% 2.37.10°* —1.38.10°°°
Q785 nm Q@785 nm @785 nm
Coupler 13
Filter 980 nm shortpass
filter

The gray shaded areas correspond to parameters that cannot be applied to the corresponding elements. For example, the
length of the filter cannot be defined as it is not a fiber component.
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spectrum.

(SRS) [18], or multiphoton imaging [19]. Further experi-
ments should now be done on pulse compression and the
impact of the feedback ratio on the dynamics of the pulses.
However, the chirp properties of such a system could also be
used without compression in a spectral focusing based SRS
setup [20, 21].
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Abstract. In this study, we report the generation of multi-wavelength light sources through enhanced four-
wave-mixing processes using a straightforward and adaptable dual-frequency Brillouin fiber laser. This passive
optical and nonreciprocal cavity is first tested and analyzed with long fiber lengths up to 1 km in the 1.55 pm
telecommunication C band and then in the 2-pm waveband. In the latter case, we demonstrate that our fiber
cavity enables efficient multiple four-wave mixings, in the continuous-wave regime, which are commonly inac-
cessible in long silica-fibers due to increased losses. We also report on the tunable repetition rate from tens of
GHz to hundreds of GHz, by simply changing the frequency spacing between the two continuous-wave pumps.
The coherence limitations of our all-fiber system are discussed, along with the impact of the dispersion regime of

the nonlinear fiber that forms the cavity.

Keywords: Stimulated Brillouin Scattering, Fiber cavities, Four-wave mixing, Frequency combs.

1 Introduction

Compact and coherent comb light sources in the 2-pm wave-
band are becoming attractive components for molecular
spectroscopy, environmental monitoring, and next-
generation high-speed optical communications [1-6]. Coher-
ent comb light sources can be obtained in general through
various optical configurations such as electro-optic modula-
tion schemes and mode-locked pulsed lasers often assisted
by additional nonlinear frequency conversion [7-11], and
parametric oscillations from a continuous-wave (CW) laser
in high quality factor microresonators [12, 13|. Mostly,
developed systems focused on the telecommunication wave-
length around 1.55 pm, thus benefiting from the numerous
high-quality optical components. In the specific 2-pm wave-
band, common approaches typically involve near-infrared to
mid-infrared conversion techniques of frequency combs and
mode-locked lasers [3, 14, 15]. Alternately, other systems
may be implemented using thulium (Tm)-doped silica fiber
lasers and components or semiconductor lasers [2]. It is also
worth mentioning that multi-wavelength fiber lasers have
been developed around 2 pm using distinct cavity arrange-
ments based on Tm-doped fibers [16-20].

* Corresponding author: koffi. deroh@u-bourgogne. fr

In general, direct generation of comb light sources in the
2-pm waveband remains challenging in a cavity-free
configuration with CW pumping, for instance, due to the
detrimental losses in the required long optical fiber lengths
(typically, tens of dB/km). As a consequence, multiple four-
wave mixing (MFWM) processes in the simultaneous prop-
agation of two pump waves through an optical fiber cannot
be simply applied as in the conventional telecommunication
window [21], even if bi-chromatic pumping allows for FWM
to be free of power threshold. However, another alternative
for generating combs has recently emerged by combining
Kerr and Brillouin effects with the aim of improving some
nonlinear performances. Indeed, stimulated Brillouin
Scattering (SBS) can manifest with several orders of magni-
tude stronger than the Raman or Kerr effect, and it is also
tunable over a wide spectral range [22]. Then one can excite
and enhance MFWM processes in a non-reciprocal fiber
cavity platform featuring bi-chromatic Brillouin lasing
[23]. Direct coherent pumping is replaced by lasing on speci-
fic cavity modes, offering easily adjustable repetition rates
and enhanced coherence by Brillouin purification [24].
A similar approach can be applied for generating a Kerr
comb in an optical microresonator, using the Brillouin laser
generated in the same cavity [25]. Highly coherent combs
were also demonstrated in short fiber cavities by finely
controlling the bi-chromatic Brillouin lasing [24].

This is an Open Access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0),
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
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Table 1. Physical parameters at 1550 nm of the cavities study made of two distinct HNLF's in this work.

Fiber cavity parameters Cavity 1 Cavity 2 Units
Cavity length (L) 350 1000 m
Brillouin gain efficiency (gg/Aef) 0.38 0.38 m W
Brillouin gain bandwidth (Avg) 55 55 MHz
Total roundtrip loss 1.5 2.2 dB

Zero dispersion wavelength (4) 1575 1523 nm
Dispersion parameter (D) —2.95 0.49 psnm ™ “km !
Group-velocity dispersion (fi5) 3.77 —0.62 ps®-km
Nonlinear coefficient (y) 12.5 10 Wl km ™!
Free spectral range (FSR) 0.6 0.22 MHz
Cavity finesse 8.69 5.94 -

In this paper, we investigate two multi-line fiber
laser sources centered at 1.55 pm (C-band) and 2-pm
(thulium band) that exhibit a symmetrical spectral comb
structure based on enhanced MFWM within a long
passive fiber cavity platform, specifically designed for
bi-chromatic Brillouin lasing. At 1.55 wm, we generate a
multi-wavelength light source that operates in both disper-
sion regimes with distinct temporal and spectral features.
Temporal characterization of the generated pulse train is
provided by means of intensity autocorrelation measure-
ments. Finally, at 2 pm, we demonstrate a multi-wave-
length light source made of 22 comb lines operating in the
anomalous dispersion regime with a frequency spacing up
to 106 GHz. The stability and coherence of the multi-line
sources and generated pulse trains are also discussed for
the two pumping configurations.

2 Experimental setup

In our experiments, we analyzed two distinct cavities made
of commercially available highly nonlinear fibers (HNLF)
that exhibit a normal and anomalous dispersion. The main
physical parameters of both cavities are summarized in
Table 1. Figure 1 shows the experimental setup used for
generating our multi-wavelength sources in both spectral
bands, namely 1.55 and 2 pm. The bi-chromatic pumping
configuration can be achieved by combining two wave-
length-tunable CW lasers (external cavity laser diodes) or
by means of electro-optical (intensity) modulation (EOM)
of one laser, to vary the pump frequency spacing [24]. Here,
we chose two CW lasers to investigate larger frequency spac-
ings. The two pump lasers were amplified via an erbium or
thulium-doped fiber amplifier (EDFA/TDFA) and then
injected into the passive fiber cavity via an optical circulator
(OCQ). The backscattered Brillouin signals coming back from
the FUT, shifted at the Brillouin frequency around 9.6 GHz
[24] and 7.5 GHz [26] at 1.55 and 2 pm, respectively from our
HNLF fibers, are then reinjected into the cavity ring via a
fiber coupler (99:1). The output of the dual-frequency
Brillouin fiber laser is extracted from a 1% fiber coupler
while the remaining 99% is fed back into the ring cavity.
An OC closes the ring cavity. This configuration system

allows free propagation of the Stokes waves, which perform
multiple roundtrips in the counterclockwise direction (dual
lasing occurs and initiates a cascade of FWM), while the
pumps waves interact only over a single pass in the clockwise
direction. We finally analyzed the output cavity spectrum
using an optical spectrum analyzer (with 0.08 pm and
0.05 nm resolution, at 1.55 and 2 pm respectively) and
a rapid scanning intensity autocorrelator. In order to maxi-
mize the efficiency of the cascaded FWM processes, polariza-
tion controllers are inserted between the pumping lasers
and the couplers to ensure that the two pumps have the
same polarization direction. Specific fiber components dedi-
cated to the 1.55- or 2-pm spectral bands can be easily
interchanged.

3 Experimental results at 1.55 pm

In the following, our experiments were first performed
at 1.55 pm with the first cavity made of the normally-
dispersive HNLF. We first measured the output dual-
frequency Brillouin laser power as a function of injected
pump power, as shown in Figure 2a, and for a given
frequency spacing of 25 GHz. A low lasing threshold of
75 mW was experimentally achieved. For a 25-GHz
(0.2 nm) frequency spacing and 158-mW pump power, we
specifically show the multi-line spectrum that was obtained
in both open and closed cavity configurations as depicted in
Figures 2a and 2c. Note that FWM processes occur and are
analyzed in the clockwise direction in the particular open-
cavity configuration, since there is no Brillouin Stokes
lasing. The enhanced efficiency of the cascaded FWM
process in a closed cavity is evident when driven by the
Brillouin Stokes. This results in a notable increase, transi-
tioning from a limited number of comb lines to a substantial
expansion, reaching dozens. Figure 2d shows the resulting
spectral evolution by increasing the injected pump power
from 80 to 316 mW in the closed cavity case. The number
of comb lines increases significantly; however, the overall
spectral shape exhibits an exponential decay when the
pump power increases. This rapid decline in power per line
can be attributed to both the strong normal cavity disper-
sion and also the multimode Brillouin lasing regime for such
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Fig. 1. Experimental setup for generating multi-wavelength light sources at both 1.55 pm and 2 pm by means of MEWM in a dual-
frequency Brillouin fiber laser. CW: Continuous wave, PC: Polarization Controller, FC: Fiber Coupler, EDFA/TDFA: Erbium/
Thulium Doped Fiber Amplifier, OC: Optical Circulator, FUT: Fiber Under Test, OSA: Optical Spectrum Analyzer.
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Fig. 2. Dual-frequency Brillouin laser and multi-wavelength light generation (cavity 1, normal dispersion regime). (a) Stokes lasing
threshold measurement. (b) Experimental FWM results for bi-chromatic pumping (25-GHz frequency spacing) of the HNLF and
cavity-free configuration for an input power of 158 mW. (c) Corresponding multi-wavelength generation in the closed cavity
configuration. (d) Spectral broadening recorded (25-GHz frequency spacing) at increasing input pump powers from 80 to 316 mW.
(e) Tunable frequency spacing of the multi-wavelength source for an input power of 200 mW. (f) Experimental autocorrelation traces
of the generated pulse train with a period of 6.7 ps (repetition rate of 150 GHz) for distinct input powers of 50-400 mW.

long cavity length and high operating power [24]. Operating
the Stokes laser in the multimode regime leads to a strong
degradation in comb coherence as the Stokes pumps fluctu-
ate across several cavity modes. Moreover, the thermal drift
of our cavity relative to the pump lasers is not counterbal-
anced by any phase-lock loop, contrary to our previous
work on a very short cavity [24]. As a result, our measure-
ments only reflect a strong averaging of spectral broadening
in the presence of pump power and cavity detuning fluctu-
ations. Nevertheless, we show that the generated comb
source can be tuned over a few hundreds of GHz by simply

modifying the initial frequency spacing of the two CW
pumps. We measured the dependence of the output cavity
spectrum as a function of the frequency spacing for a given
input power of 200 mW in Figure 2e. More particularly, we
increased the pump frequency spacing from 12.5 to
262 GHz (0.1-2.1 nm). The spectral bandwidth of the
generated comb lines exhibits rapid expansion up to a
saturation point, accompanied by a decrease in the number
of lines. This behavior is attributed to the inherent
dispersion of the fiber, which restricts the spectral broad-
ening, or, in other words, the maximum steepening of the
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Fig. 3. Dual-frequency Brillouin laser and multi-wavelength light generation (cavity 2, anomalous dispersion regime).
(a) Experimental FWM results for bi-chromatic pumping (96.2 GHz frequency spacing) of the HNLF and increasing input powers
from 16 to 63 mW. (b) Tunable frequency spacing (from 25 GHz to 374 GHz) of the multi-wavelength source for an input power of
25 mW. (c) Experimental autocorrelation traces of the generated pulse train with a period of 10.4 ps (rep. rate of 96.2 GHz) for input

powers of 32 to 50 mW.

temporal pulse fronts originating from the initial sinusoidal
modulation induced by the two pumps [27]. Indeed, we
characterized the temporal properties of the multi-
wavelength spectrum with frequency spacing of 150 GHz
for distinct pump powers, by means of a second-harmonic
autocorrelator with a resolution of 10 fs (see Fig. 2f).
Under normal cavity dispersion, the initial sinusoidal
temporal pattern resulting from the interference of the
two Stokes fields in the cavity becomes a near-rectangular
pulse train for increasing powers associated with larger
spectral broadenings, as confirmed by the triangular wave-
form of the autocorrelation profile with a period of 6.7 ps.
Next, we carried out experiments with the second cavity
made of the 1-km-long HNLF operating in the anomalous
dispersion. We measured the spectral evolution of the
output cavity for a given frequency spacing of 96.2 GHz
(0.77 nm) and increased input powers from 16 to 63 mW
(see Fig. 3a). In this dispersion regime, we once again
observe the generation of a multi-wavelength light source;
however, the spectral broadening experiences swift satura-
tion at moderate powers, typically above 25 mW. Subse-
quently, a pronounced increase in the noise background
becomes evident, creating a substantial pedestal beneath
the comb lines. This distinct characteristic of the anomalous
dispersion regime is closely related to the growth of modu-
lation instability (MI) sidelobes. This adverse phenomenon,
detrimental to coherence properties, was also observed in
short fiber cavities [27]. However, it was successfully miti-
gated by employing suitable detuning conditions, resulting
in the formation of a globally coherent comb. By contrast,
the MI here prevents the growth of the combs lines in our
long free-running cavity. In this case, it is important to
avoid the MI effect. To this end, we restricted the input
power to values below 25 mW. We then noticed that the
MI emergence also depends on the frequency spacing
between the two pumps. Figure 3b shows the output spec-
tra obtained with different frequency spacings for an input
power of 25 mW. We significantly increased the pump
frequency spacing from 25 to 373.9 GHz (0.2-3.0 nm).
We clearly confirm that the comb repetition rate can be
easily tuned over a few hundreds of GHz. However, we note
that MI sidelobes appear only for small or large frequency
spacings (below 75 GHz or beyond 250 GHz). For a small

frequency spacing, MI amplifies the noise under the overall
MFWM spectrum, while MI sidelobes emerge between
comb lines for a large frequency detuning. In between, when
the pump frequency spacing is close to the MI offset
frequency, the detrimental impact of MI remains negligible,
at least for such a power. Indeed, in Figure 3c, we provide
the temporal autocorrelation traces of the multi-wavelength
source generated with 96.2-GHz frequency spacing
(0.77 nm) for several pump powers.

We found that the initial sinusoidal pattern with a per-
iod of 10.4 ps evolves into a nearly triangular pattern with
increasing powers (i.e., associated with larger spectra).
However, for an input power of 32 mW, we clearly distin-
guish the formation of a localized short temporal structure
within each period of the initial beating, in contrast with
the normal dispersion regime. However, at input powers
exceeding 50 mW, a noticeable decline in the intensity
coherence of the temporal pattern is observed, directly
attributed to the detrimental impact of MI, as depicted in
Figure 3a. The reduced contrast between the central auto-
correlation peak and the neighboring intercorrelation peaks
in the signal exposes a pronounced jitter in the pulse train,
related to coherence loss of the multi-line comb source.

4 Experimental results at 2 pm

Thanks to the simple architecture of our system, we
extended this work to the 2-um waveband by interchang-
ing suitable fiber components and pump lasers. Due to
the high linear losses of silica-based fibers in this spectral
range, we used the shorter normally-dispersive HNLF
(length equal to 350 m), which still exhibits normal disper-
sion (B, ~ 1 ps®/km) around 1.95-2.0 um. The nonlinear
coefficient was estimated to be ~8 W~ '-km™'. More details
about the Brillouin properties at 2-pm pump wavelength of
similar fibers can be found in Ref. [26]. We first measured
the dual-frequency Brillouin lasing threshold by extracting
only 1% of the optical cavity power as a function of the
injected pump power. As shown in Figure 4a, an input
power of 90 mW allowed us to reach the dual-frequency
Stokes lasing in our ring cavity in the case of a frequency
spacing of 106 GHz (0.85 nm) around 1.98 pm. In Figure 4b,
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Fig. 4. Dual-frequency Brillouin lasing and multi-wavelength light generation in a multimode regime in the 2-pm waveband. (a)
Stokes laser threshold measurement. (b) Experimental recording with 106 GHz frequency spacing of the dual pumping and cavity-free
FWM configuration at 200 mW pomp power. (¢) Experimental FWM results as a function of the injected power at fixed pumps

frequency of 106 GHz in close cavity configuration.

the experimental spectrum of the initial dual-frequency
pumping is illustrated alongside the corresponding output
of the HNLF fiber (i.e., open cavity configuration) for an
input power of 200 mW. Because of the higher fiber losses
at such wavelengths (about 15 dB/km), the cascaded
FWM process proves to be highly inefficient in this
cavity-free configuration, failing to generate any new spec-
tral lines. This outcome persists despite the judicious selec-
tion of this fiber due to its moderate losses compared to
typical silica fibers. It becomes here obvious that our closed
cavity configuration based on the dual-frequency Brillouin
laser will provide an interesting solution for MFWM
processes and the generation of a multi-wavelength light
source. Figure 4c¢ confirms this claim by showing the
spectral broadening obtained in the cavity upon increasing
input powers from 125 mW to 630 mW. As previously
shown, the cavity operating in the normal dispersion does
not present any saturation of MEWM due to MI. The
number of comb lines increases rapidly to 22 lines when
the input power reaches 446 mW. Furthermore, within this
specific range of a few hundred milliwatts, we observe a
spectral saturation, mirroring the behavior observed in
the 1.55-um experiment. It is important to note that the
generated comb lines are fewer in number compared to
those at 1.55 pm, primarily due to the higher cavity losses,
exhibiting an order of magnitude difference.

5 Conclusion

In conclusion, despite employing extended cavity lengths
in the dual-frequency Brillouin fiber laser, resulting in
multimodal laser operation, we have experimentally
confirmed the effective generation of multiwavelength comb
sources through cascaded four-wave mixing (FWM) pro-
cesses at both 1.55 pm (C-band) and 2 pm (thulium band).
We have shown that the number of comb lines undergoes
rapid expansion with increasing input power, and their fre-
quency spacing is adjustable by varying the initial pump
wavelengths. Additionally, distinct characteristics related
to the sign of net cavity dispersion were also evidenced.
While this long-cavity configuration was previously exam-
ined at 1.55 pm in Ref. [23], it was limited to one dispersion

regime, without emphasizing the adverse effects of MI.
Notably, we did not specifically optimize fiber cavity
lengths for coherent comb generation in this study. For
further insights into this aspect, we direct the reader to
previous works conducted at 1.55 pm [24, 27].
Furthermore, we extended the approach to the 2-pm
waveband, where cascaded FWM in the continuous-wave
regime is typically impeded by significant fiber losses. No
asymmetric spectral broadenings were observed when initial
power is equally distributed over the two pumps, since we
were operating in a free-running configuration without a
phase-locking loop scheme (in contrast with Ref. [24], where
pump detuning is effectively controlled). Nevertheless, the
enhanced performances of cascaded FWM in this simple
architecture of the Brillouin fiber laser make it readily appli-
cable at any wavelength where fiber components and CW
lasers are available. A straightforward application in the
future could extend in the mid-infrared region, leveraging
fluoride glass fiber or chalcogenide fiber technology, but also
in the high-demanding 1-pm waveband. However, to main-
tain the complete coherence properties of the generated
combs, the implementation of a stabilization scheme is
necessary, as recently demonstrated at 1 pm [28].
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Abstract. Drosophila melanogaster, better known as the fruit fly, has become a widely used model organism
that has allowed us to understand many biological behaviors, from sleep to neurological diseases, behavioral
patterns, reproduction, and the circadian cycle, which coordinates biological rhythms in a 24-hour daily cycle
through its main Zeitgerber, light, especially blue light. Therefore, the aim of this work was to build an optical
setup with a hexagonal design that allowed a large number of D. melanogaster cultures to be irradiated homo-
geneously with blue light simultaneously. This array can cover an illuminance range from 0 to approximately
600 lux by applying a current variation from 0 to approximately 1 A. It also has a real-time timer to turn the
lights on and off, programmed in a 12:12 LD cycle for 24 h. The optical setup with its unique design can become
a very useful tool for developing experiments and understanding paradigms related to blue light at genetic,

behavioral and neuronal levels, among others that are still unanswered.

Keywords: Drosophila melanogaster, Optical setup, Circadian cycle, Blue light.

1 Introduction

Light has been fundamental to the evolution of all organ-
isms on Earth and has a profound effect on behavior, phys-
iology and metabolism, which can have a significant impact
on the health of mammals, including humans [1]. Light is
perceived by a specialized light-sensitive tissue at the back
of the eye called retina, which function is to detect light and
form images. The retina transmits visual information from
the optic nerve to the brain, which can affect both our
physical and mental state [2]. Light not only allows us to
illuminate the environment for vision, but is also responsi-
ble for regulating processes that occur independently of
image formation, such as the circadian cycle, which is pre-
sent in most organisms from cyanobacteria to humans
[3, 4]. These rhythms synchronize biological functions such
as sleep/wake cycles and hormone levels with the external
environment through signals known as zeitgebers, with light
being the most important for “photoentrainment” of the
rhythm’s activity over a period of about 24 h [5].

It should be noted that the disruption of circadian
rhythms by light is due to the desynchronization of the

* Corresponding author: enrique.mejia@academicos.udg.mx

internal biological clock with external environmental
conditions and depends on the duration, wavelength and
intensity of light [6]. This is common due to living and
working conditions, 24 h a day, 7 days a week [7]. This is
because we live in a globalized and widely digitalized
society, which brings profound and irreversible changes in
our social, domestic and professional environment, leading
to an increasing use of LED technology, applied in various
technological devices, lighting, medical treatments, etc.
Although it gives us as humans independence in daylight,
we are enhancing exposed to light in the blue spectrum as
we spend more time indoors. This is because LED light
emits a higher intensity in the blue wavelength range, often
peaking at 460 nm [§]. Long-term exposure to blue LED
light leads to changes in the circadian cycles of humans,
ranging from disruption of the cycle to deregulation of their
coupled functions, including sleep and mood [9].
Drosophila melanogaster is an excellent model to study
how light affects various processes such as hatching, court-
ship, locomotion, reproduction, etc. It is also often used to
study light-influenced circadian rhythms [10]. In humans,
prolonged exposure to blue light has been shown to cause
sleep disturbances by suppressing the melatonin produc-
tion. Additionally, it can cause visual fatigue and elicit emo-
tional brain responses such as depression and anxiety [11].
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It also shortens the lifespan of D. melanogaster, accelerates
aging and leads to sleep disturbances, etc. [12].

Although there are some devices for evaluating the
effect of blue light in flies, they have several disadvantages
such as a limited number of cultures and thus a smaller
sample size, as well as a limited range of application. There-
fore, the aim of this work was to carry out the optical design
of a system for homogeneous irradiation of D. melanogaster
cultures with blue LED light. This system allows for the
observation of various areas of interest, including strain
strain development, longevity, reproduction, courtship to
stress response gene expression, brain neurodegeneration,
retinal degeneration, antioxidant compound assessment,
etc., over an extended period of time and several genera-
tions simultaneously. This setup is cost-effective and easy
to manipulate. It is programmed in a cycle of 12 light hours
and 12 dark hours (12:12 LD) to simulate the alternation of
day and night.

2 Materials and methods

2.1 Light source

High-power blue 1W LED with aluminum heat sinks (LED-
P1B25-120/41, SiLed®) were used. The dimensions were
7.0 mm X 4.5 mm x 5 mm for the encapsulated LED
and 18.6 mm X 19.8 mm X 15 mm with the aluminum heat
sink. The technical sheet indicates that each LED has a
minimum luminous flux of 25 and maximum of 45 lm and
a threshold voltage of 3.0-3.8 V, with a viewing angle of
120° and a forward current of 350 mA.

The emission spectrum was measured with the Flame
Miniature Spectrometer (FLAME-S-XR1, Ocean Insight
Inc., Florida, USA). The LED emission spectrum had
a wavelength central at 457 nm with a spectral width of
AA 45 nm at 25 + 1 °C and providing an energy per photon
of 4.352 x 107" J.

2.2 Circuit assembly

The HanMatek HM305 variable power supply (HanMatek,
China) was used to realize the overall connection of the
circuit with a current output of 0-5 A (<0.2% + 3 digits)
and an output voltage of 0-30 V (<0.1% =+ 1 digit). The
LEDs used for the assembly were connected in parallel with
a CORDON SPT-1 300 V (20 AWG) cable (Indiana, Ware
& Cable, USA) which was connected with the SOL60-100
solder (Electronica Steren S.A. de C.V., Mexico), with a
diameter of 1 mm, a composition of 60/40 tin/lead and a
melting point of 183 °C, using the WLC 100 soldering
station and a conical ST7 soldering tip (Weller, USA).

2.3 Temperature control

The temperature and humidity are controlled by the
laboratory’s air conditioning system, then to verify the ther-
mal gradients within the arrangement, two thermohygrom-
eters were used, the USB-502-LCD thermohygrometer
(Logicbus, USA) with a measurement range of 0%-100%
humidity and a temperature of —35 to +80 °C and an

Y Flask

€3 Blue LED light

Fig. 1. Location plane of the LED and the flask (at each vertex
of the hexagon) separated 10 cm from each other.

accuracy of 0.5 °C (£1.0 °F) and £3.0% relative humidity
and a DeltaTrak model 13309 thermohygrometer
(DeltaTrak® Inc., USA) with NIST certification. The first
one was used to measure variations throughout the day
(24 h) allowing for data storage and export.

On the other hand, the second one was used to record
the temperature and humidity while the experiment was
running.

2.4 Real-time lighting control system

The lights were controlled by an Arduino Uno microcon-
troller (Arduino, Ttaly) of 16 MHz in which a real-time
lighting control system was implemented to control the
on/off operation of the array equipped with blue LED lights
operating at a clock rate. The control system was designed
to switch the LED power supply in a 12:12 LD cycle. The
voltage sources that supply power to the LED assemblies
were independent and operate on 120 volts AC. Since the
controller of the Arduino Uno board does not have a real-
time clock, it was necessary to install the ARD-374 board,
which is a Real Time Clock (RTC). This RTC card allowed
for programming of the real-time schedule and accurate
tracking of the date and time. This type of card contains
a backup battery, such as an SR225, which allowed the
clock to continue functioning even when the main power
source was disconnected.

2.5 llluminance

The illuminance was measured with the luxmeter
(GM-1010, Shenzhen Jumaoyuan Science and Technology
Co., Ltd., Shenzhen, China) with an accuracy of +3%
rdg + 0.5% f.s. (<10,000 lux) and +4% rdg + 10 dgts.
(>10,000 lux), at a surface distance of 10 cm and a sensor
height of 5 cm. Five replicates of measurements were taken
at each point where a Drosophila culture could be
positioned.

2.6 Fly strains and maintenance

The wild strain of D. melanogaster (Canton, CS flies) was
acquired from the Drosophila Stock Center Mexico by the
Universidad Nacional Autonoma de México (UNAM).
D. melanogaster parents were reared at 25 + 1 °C under
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Fig. 3. Electrical diagram of the circuit used to connect 95 blue light LEDs in parallel to a variable power source and consecutively to

the timer.

conventional light. Virgin adult Drosophila were separated
by sex to avoid copulation and anesthetized with ether.
Subsequently, 3 pairs of flies (3 males — 3 females) were
paired in a 100 mL borosilicate flask previously filled ster-
ilely with 20 mL of culture medium enriched with yeast.
This was carried out in five replicates; flies were mated
for 8 days at 25 + 1 °C with a humidity of over 40% and
an illuminance of ~100 lux in a LD 12:12 cycle. Then, the

parents were sorted out to obtain the offspring, which were
kept under the same conditions and separated by sex in dif-
ferent flasks.

2.7 Data analysis

The illuminance data were analyzed with a Shapiro-Wilk
test and a QQ-plot using OriginPro statistical software.
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The biological assay data were subjected to a two-way
analysis of variance (ANOVA) using GraphPrism 8 statis-
tical software.

3 Design and construction of optical assembly

To observe the effects of light on organisms, various devices
with light sources, usually of the LED type, have been pro-
posed for the irradiation of D. melanogaster [13, 14], one of
the drawbacks was to ensure that each organism receives
the same amount of light regardless of the number of cul-
tures to be prepared, so a design was initially developed
to solve this problem by simple assembly and handling.

A design was developed featuring a hexagonal arrange-
ment within a defined area, with a flask located at each ver-
tex and a blue LED positioned in the center. In this way,
each flask receives the illuminance of 3 LEDs around it,
at a distance of 10 cm (Fig. 1).

According to the vertical plane of the arrangement, the
irradiation angle was 33°, with angles below 11° correspond-
ing to the culture medium and angles above 44° referring to

the cotton plug and unused space. Furthermore, the dimen-
sions of the flask, the culture medium, and their distances
from the LED position are shown (Fig. 2).

In order to assemble an optical setup suitable in size for
the development and evaluation of D. melanogaster
cultures, this design was placed in a specific area inside
the laboratory that would allow the layout of the plan
according to the previously proposed design. Therefore,
the final dimensions of the arrangement were of
1.6 m x 1.7 m x 0.2 m, which allowed a circuit of 95 LEDs
connected in parallel, that were soldered in 10 rows of 10
and 9 LEDs as shown in Figure 3.

Figure 4 shows the operation of the software that con-
trolled the lighting, initially, a 0-volt value was sent to
the digital output D2 to ensure that the control started
with the light off. Next, the real-time clock (RTC) card
was read to obtain the current time (hour and minutes)
and this was compared with the programmed time switch-
ing on the lighting (7 am). When the real time and pro-
grammed switch-on time match, a 5-volt signal was sent
through digital output 2, which activated the relay and
closed the 3.8 DC-volt circuit to power the lights.
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Fig. 5. Prototype of the optical assembly, tested and used for
cultures of the development of Drosophila flies.

Once the power supply was switched on, it remained
active while the software continuously compared the real-
time with the programmed switch-off time. When the
real-time matched, the scheduled turn-off time, a O-volt
signal was sent through digital output 2, deactivating the
relay switch and turning off the 3.8 DC-volt circuit. This
cycle was repeated until the real-time matched the
programmed switch-on time again.

Additionally, the optical array was protected with walls
and ceiling covered internally with aluminum foil to main-
tain the reflection emitted by the LEDs. This arrangement
allowed the manipulation and development of up to 153
Drosophila cultures in 100 mL flasks in an area of 2.72 m?
(Fig. 5), which it is suggested can be organized randomly
in future experiments. The low-cost blue LEDs were
equipped with a useful aluminum heat sink or PCBs
(Printed Circuit Boards), which facilitates heat dissipation
from the LED to the environment, and helps to maintain
the temperature of the LED within safe levels.

4 Characterization of optical system

A characteristic group of insects has been used in chronobi-
ological experiments, from the honeybee (Apis mellifera)
to the monarch butterfly (Danaus plexippus), due to
their ease to manipulate and well-defined circadian cycles
D. melanogaster is the model organism par excellence to
understand these processes. Furthermore, the molecular

basis of circadian rhythms is fully characterized in
D. melanogaster, which, coupled with its fully sequenced
genome, represents a significant advantage over other
models [15, 16]. When exposing these insects to a stimulus
such as light, the source must be quantified, either in the
form of measurements such as illuminance or correlated
color temperature to directly elucidate their behavior [17].

The illuminance of the light source, the blue LED, was
measured in the optical assembly at each point where a
culture can be positioned at 190 £+ 4.8 mA. Each flask
was illuminated by 3 LEDs according to the proposed
hexagonal design. Therefore, the illuminance was indicated
by three measurements with the luxmeter, each taken in the
normal direction of the light source. The uncertainty in
measurements was estimated according to the Guide for
the Uncertainty in Measurements (GUM), the relative
uncertainty contribution from the instrument (calibration
error resolution) was considered as 3%, as reported by the
manufacturer for the measurement range and scales used,
which is consistent with previous accuracy reports for this
metrological class of luxmeters [18]. Additionally, a 1.25%
for the reading repeatability. This relative combined stan-
dard estimated uncertainty is represented in figure with a
coverage factor k = 2, ensuring a 95.4% confidence. The
data obtained were grouped into 9 classes as shown in
Figure 6A. These values were arranged in columns from 1
to 17 and in rows from A to I, where each circle represents
a place for a possible culture in the array. Each shade of
blue represents the range of illuminance according to an
interval of 1.515 lux. In this way, a minimum value of
86.28 + 2.8 lux (light blue circle at A2) was recorded, while
the maximum value was 99.92 £+ 3.24 lux (dark blue circle
at B12). Overall, the arrangement had an average value of
92.14 £ 2.99 lux. These values correspond to the behavior
of a normal distribution, which was verified with the
Shapiro-Wilk with p > 0.05 (Figs. 6B and 6C).

This optical arrangement was able to achieve illumi-
nance levels ranging from 0 to 601.12 £+ 19.53 lux at a
current variation of 0-1.05 A with an uncertainty + (2%
+10 digits), (Fig. 7). It should be noted that different illu-
minance levels can be programmed locally via the variable
power supply by adjusting the current into the system.
The desired illuminance value to test will depend on the
objective of the project and the specific design parameters
under observation. This flexibility enables a wide range of
possibilities, allowing for the analysis of the blue light under
various conditions.

On the other hand, the temperature remained stable
within the range required by the biological model thanks
to the laboratory’s air conditioning system. Figure 8A
shows that over a period of 24 h, during which the temper-
ature was measured every 10 s with an injected current of
190 4+ 4.8 mA, there was only a change of 0.5 °C. Further-
more, to evaluate the change in the temperature caused by
illuminance, the current was modified in increments of
0.05 A every 60 min, starting at 0.05 A and ending at
1.05 A with an uncertainty £+ (2% +10 digits), observing
arise 24.5 + 0.5 °C to 25 + 0.5 °C at 0.25 £+ 0.006 A shown
in Figure 8B, after this value, no further temperature
changes were detected.
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5 Biological assay

To verify the non-toxicity of the proposed optical design,
an illuminance of ~100 lux was used, which did not register
a toxic effect on the development of Drosophila [19] and
could be compared with its development under conditions
of total darkness (DD). To set the array to ~100 lux, the
current in the variable source was manually changed to
205 + 5.1 mA. Five culture repetitions with three pairs of
flies each were exposed to blue light for 8 days, then the par-
ents were discarded. The culture was maintained under the
same illuminance and temperature conditions (25 + 1 °C)
during all stages of metamorphosis until adult flies were
obtained and the number of males and females was
recorded.

Figure 9 shows the SD of the population averages
obtained during the LD/DD periods by sex. For males:

34.2 + 89 and 33 £+ 4.94; while for females: 38.4 £+ 5.17
and 37.2 £+ 4.60, respectively.

It was observed that the number of flies obtained during
the LD 12:12 period with the proposed optical design com-
pared to the dark period (DD) did not present a significant
difference according to the two-way ANOVA with
p = 0.669 for LD conditions and p = 0.147 by sex.

6 Discussion

The use of D. melanogaster as a model organism has been of
fundamental importance for the understanding of various
biological processes, particularly the circadian cycle that
underlies the human being. This cycle is closely linked to
temperature and, in general, to light, which serves as the
primary driving stimulus due to the presence of rhodopsins
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in the visual organs (ocelli and compound eyes) and the
Hofbauer-Buchner (HB) eyelets [20]. Since blue LED light
is a relatively new light source, its long-term effects on
humans are unknow. Therefore, the design of a novel opti-
cal setup was proposed as a hexagonal network over a
defined area, allowing for the simultaneous and straightfor-
ward evaluation of up to 153 Drosophila cultures to under-
stand the effect of blue light on flies. Generally, plastic and/
or glass vials are used for maintenance of D. melanogaster
[21, 22] due to their easy handling and low cost. However,
limitations arise in the number of offspring compared the
proposed configuration, which allowed the monitoring of a
large number of cultures, ensuring more precise results in
complex biological processes susceptible to being affected
by light, such as reproduction, oviposition, sex determina-
tion, etc. These processes have not yet been fully under-
stood, unlike studies that were limited by the number of
replicates [23, 24]. Additionally, the transgenerational effect
of blue light could cause genetic changes that can be passed
on to the next generation [25].

The completion of the construction of this arrangement
required covering the walls with aluminum foil, which, in
addition to being an economical and easily accessible mate-
rial, also offers a light reflectance of 70%-75% in the blue
light range [26]. This reflectance is necessary to ensure the
quasi-homogeneous distribution of light in the spaces that
are on the sides of the arrangement. While various reflective
materials such as mirrors, silver, chrome, and polymers may
be highly efficient, they often come with disadvantages such
as high cost and difficult handling when applied in the
arrangement in question. On the other hand, materials that
disperse light, such as softboxes and diffuser paper, aim to
soften light but may lead to a loss of light intensity.

Conversely, according to the proposed design and upon
completing the construction of the optical setup, the illumi-
nance was found to be quasi-homogeneous, reaching an
average value of 92.14 4+ 2.99 lux at 190 + 4.8 mA. The
variability in the illuminance can be mitigated by randomly
placing the cultures at the specified positions. Moreover,

this type of study is often conducted using an incubator
equipped with LED lighting [27]. However, a drawback of
this approach is the lack guarantee that all cultures receive
the same amount of light and the number of replicates may
be limited depending on the experiment setup and work-
space constraints. One of the disadvantages of using this
type of equipment to study the effect of blue light is the
low practicality of variating the illuminance, which often
requires changing in the type of light installation. However,
the optical setup presented has the advantage that the
illuminance range, following a linear trend from 0 to
601.12 £ 19.53 lux, can be modified in a direct and simply
by adjusting the injected current from 0 to 1.05 A, respec-
tively. It is important to note that in various studies where
light has been used as a stimulus, organisms are often
exposed to abnormal light intensity or wavelength outside
their normal ecological conditions. Similarly, the incubators
normally used for the maintenance of D. melanogaster are
programmed to around 2000 lux for common laboratory
experiments, with treatment depending on the exposure
time [13]. Although some devices have been developed to
assess exposure to LED light in Drosophila, they are often
limited by space, cost and design, and also focus on study-
ing a single issue, such as retinal degeneration caused by
blue light at high illumination [14]. This limitation can
result in obtaining an insufficient number of samples for
subsequently analysis at the molecular, immunological,
physiological and other levels.

In addition to the above, it is known that the develop-
mental cycle of the fruit fly at 25 + 1 °C is about 10 days,
so temperature fluctuations can either slow down and/or
accelerate this process [28]. Furthermore, temperature
serves as a driving stimulus for circadian cycles, and since
D. melanogaster is an ectothermic insect (body temperature
varies with ambient temperature) [29], it is important to
maintain this parameter as constant as possible. However,
studies with Drosophila exposed to light are usually carried
out with a variation of temperature up to 25 £ 1 °C [24]. In
this way, the temperature in the system was set to 25 °C
with a small deviation of 0.5 °C to 190 4+ 4.8 mA. In fact,
with the change in current from 0.05 to 0.5 A, the temper-
ature varied from 24.5 £+ 0.5 °C to 25 4+ 0.5 °C. This is due
to the fact that the setup is located in a dark room with a
stable temperature year-round, allowing the device can
operate under the same conditions of temperature, humid-
ity and, especially, luminance, as the light-dark cycle can
be easily programmed.

It should be noted that in different modified strains of
D. melanogaster, illuminance levels of up to 300 lux were
observed without altering the response in terms of reproduc-
tion and longevity [30]. For this experiment, the population
was obtained from flies maintained in darkness and exposed
to blue light at ~100 lux to validate that the proposed design
was suitable for evaluating the effect of light on flies. It was
expected that there would be no significant differences in
both the 12:12 LD and darkness cycle and by sex. The
results confirmed that the proposed design is valid and easily
reproducible setup. Furthermore, it was reaffirmed that
there are no toxic effects on the development of D. melano-
gaster in terms of reproduction at ~100 lux [19].
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7 Conclusion

Fruit flies are widely used in laboratory settings to under-
stand various chronobiological processes, where light is
employed to observe patterns consistent with the circadian
cycle. In particular, exposure to short-wavelength blue light
has been linked to proliferation of various problems human

body function, making it an increasingly studied area of
interest. Therefore, in this work, a novel optical setup is
presented for the development of D. melanogaster flies, that
allowed the generation of a large number of transgenera-
tional populations with the ability to modulate illumination
intensity depending on the experimental design and offered
the scientific community the possibility to apply it quickly,
easily and inexpensively.

Finally, the optical assembly equipped with LED light
represents a tool for studying the effect of blue light on
D. melanogaster cultures across a wide range of illumina-
tion levels. With temperature control facilitated by a real-
time system, the light can be switched on and off according
to programmed settings. This optical assembly demon-
strates quasi-homogeneity in the distribution of illuminance
across the work area. Its application extends to various
fields of science, engineering and medicine. With its care-
fully designed alignment, it allows for optimal results as a
considerable number of fly cultures can be developed simul-
taneously, resulting in a high population, according to the
conditions required at the experimental level.
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Abstract. This study presents an initiative aimed at developing a real-time optical measurement system for
non-contact measurement of airborne fungal spores in protected crops such as strawberries, tomatoes, and
cucumbers. The system is based on a customized microscope and an automatic system for trapping fungal
spores. It has been tested in the field under real conditions, and image processing algorithms have been
developed to identify fungal spores in high-resolution microscope images.

Keywords: Microscope, Fungal spores, Machine vision.

1 Introduction

Ensuring an adequate food supply for the escalating human
population is a great challenge. Crop losses and value degra-
dation caused by plant diseases are major constraints to
food security globally. Fungicides are important tools in
management of plant diseases caused by fungal and oomy-
cete pathogens. Currently, major crop losses are inevitable
without the use of fungicides. However, reliance on fungi-
cides is not sustainable since all fungal pathogens tend to
develop fungicide resistance [1, 2]. European legislation also
restricts pesticide use due to public health concerns and
costs associated with pesticide removal from water [3, 4].
In sum, this makes integration and use of new, non-
chemical strategies crucial for continued, sustainable food
production. Successful management of fungal diseases
critically depends on timely treatment. This requires the
identification of pathogen type and inoculum concentration
in the crop production system. Early detection of spores is a
key to enabling rapid and adapted treatment to the plants.
This implies that a detection system should be adapted to
the detection of low concentrations of spores in air. Various
spore-trapping devices are available, but most of them
require time-consuming laboratory work for the identifica-
tion of spores of pathogenic fungi. There have been some
attempts at developing semi-automated spore detection
systems [5-8], but most of these systems are still immature
and not suitable for agricultural field applications. Most of
the systems currently described in the literature are based
on an off-the-shelf microscope for indoor use, without con-
siderations for online use or field conditions [7]. Commercial

* Corresponding author: gregory.bouquet@sintef.no

systems for measuring pollen are available, see for example
[9, 10] which makes use of digital holography and fluores-
cence spectroscopy on particles in flight. The image analysis
includes a preprocessing step to remove particles that are
not sufficiently round and compact, which essentially
means that the particles must be sufficiently spread out
to not touch each other. This will remove many fungal
spores before the classification starts since spores often stick
together in chains or loose clumps. Analyzing particles in
flight also requires a long flying path when several detection
modalities are to be applied successively, which may add
complexity and lead to large instruments. The spore detec-
tion system described in [11] also requires the particles to be
well separated and it does not include an automatic system
for spore trapping. There is thus a need for compact, robust
systems adapted for in-field, real-time, and automated
detection and classification of spores.

The two major challenges for automated spore detection
are 1) developing the right combination of illumination,
optics, and sensors to achieve sufficient image quality
without losing the required area coverage, depth focus and
acquisition speed and 2) training a classifier that can handle
different types of spores together with pollen, dust and water
droplets at different concentration levels. In a project funded
by the Norwegian Research Council, END-IT, we have
developed a real-time optical measurement system for
detection of spores from grey mould (Botrytis cinerea) and
powdery mildew (various species). The system is based on
a modified microscope combined with an automatic system
for spore trapping and air sampling. The system has been
used in field trial and work is on-going on machine vision
algorithms for detecting and classifying fungal spores in
the presence of pollen, dust and other aerosols.

This is an Open Access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0),
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
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Figure 1. Picture of the automatic sampling and detection
system for spores. The total size of the present system is 30 cm
by 30 cm by 50 cm. See Figure 2 for a description of the various
components.

2 Optical imaging of spores
2.1 Microscope measurement systems

The measurement system is a customized microscope
equipped with an automatic system for air sampling
and trapping of fungal spores on a transparent tape, see
Figures 1 and 2. It consists in a 10X Nikon Achromatic Finite
Conjugate Objective, imaging 1 mm?* of the tape onto a
color CMOS camera (BFS-U3-200S6C-C, Sony IMX183,
20 Megapixels, pixel size 2.4 pm). The microscope is
mounted on a motorized linear translation stage for auto-
matic focusing on the spores. A 3D-printed house holds a
LED illumination system and a guiding support for the
tape. The illumination system is designed to provide images
of the spores in transmission (dark imaging) and in scatter-
ing (bright imaging), see Figure 2. These two imaging
schemes are combined to provide better discrimination of
the spores, see Section 3. The spore collection system con-
sists of the tape, an automatic system for moving the tape
and an air sampling system, see Figure 2. The tape is made
from Kapton@ polyimide. It was chosen based on trial and
error with different types of tapes and provided the best
compromise in terms of transparency, color, and adhesive
properties.

Bright- and dark-field illumination are two illumination
schemes that enhance different features in a biological
sample [12]. Bright-field microscopy involves illuminating
the sample in transmission using typically broad-spectrum
light. The contrast in the image results from differential
attenuation of light by parts of the sample with distinct

Sucking
funnel

Tape

Camera l

Figure 2. The measurement and sampling system consists of a
microscope with 10x magnification, an air sampling system, a
tape for trapping the spore, and an illumination system with
bright and dark configurations. The air intake at the top is also
used to reflect and guide light from the bright field illumination
towards the field of view of the microscope. When air is drawn
in, small spores (<100 pm) will follow the air flow and impact
the tape at a position corresponding to the FOV of the
spectrometer. There the spores are trapped on the adhesive side.

Microscope
Objective

density. This is the simplest form for microscopy with
typically high signal-to-noise ratio (SNR). However, for
biological samples, which present very small variations in
density, the contrast can be poor. Dark-field microscopy,
on the other hand, works by excluding the unscattered
beam from the image. As a consequence, the field around
the specimen is generally dark, while the specimens itself
is bright. This allows for enhancing small contrast differ-
ences between, e.g., a specimen of interest and the back-
ground. However, since the principle is based on making
use of scattered light, high SNR is achieved at the cost of
long integration time in comparison to bright-light micro-
scopy. In our measurement system, the bright illumination
is provided by a white LED (Moonstone 3 W High Bright-
ness 10,000 K LED Light Source), roughly collimated by a
lens with a 5 cm focal length.

For the dark-field illumination, a “Dark Field ring” from
advanced illumination [13] is utilized in which fifteen white
LEDs are accurately positioned in a circular arrangement
with a radius of 2.5 cm. The aimed LEDs illuminate the
tape at an angle of approximately 45° ensuring circular
and symmetrical illumination of the microscope’s field of
view. The microscope objective focuses light that has been
scattered by the samples at a 45-degree angle onto the
camera, chip.

A typical measuring sequence consists in:

1. drawing a fresh part of tape,

2. drawing in air,

3. focusing the microscope on the tape (see Sect. 2.3),
4. acquiring bright and dark images around focus.
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The best focus image is then used to train the model or for
prediction.

2.2 Optical resolution

To determine the optical resolution of the microscope
through the tape, we used a reference object consisting of
gold microstructure lanes deposited on silicon. The lane
widths are 2.5, 5, 10, and 20 pm and all have a height of
250 nm. The reference object was imaged through the tape,
see Figure 3 below for image of the 2.5 pm and 5 pm lane.
The optical resolution was determined qualitatively from
the images by assuming that when the two sides of the lane
cannot be distinguished, the lane cannot be resolved.

In our optical system, this occurs for lanes with width of
2.5 pm, while the lane with width of 5 pm can be resolved,
see Figure 4. The optical resolution through the tape falls
within the range of 2.5-5 pm.

2.3 Focusing precision

Each time a fresh tape sample is pulled, a slight change in
the distance between the tape and the microscope lens
occurs. The same happens after drawing in air to collect
new spores, attributed to the air pressure on the tape. Con-
sequently, it becomes necessary to refocus the microscope
for each of these stages, as commented in Section 2.1.

This is achieved by following the sequence outlined
below. Assuming the stepper is positioned at the last found
focus point, it is then moved back, for example, 100 full steps
from this position, representing approximately 250 pm.
Subsequently, the stepper is moved in the opposite direction
using a number N of sequences of 32 times 1,/32nd-steps, and
images are captured at each new position. Sub-stepping, i.e.,
using 1/32nd-steps, is utilized because it was proven exper-
imentally to improve the focusing performance. A focus
metric (Brenner algorithm [14]) is computed from each
image, to quantify the degree of focusing. The algorithm
reads as follows:

Let’s S denotes an image with N x N pixels, where each
pixel of S'is an integer and its position is indexed by 4 and j,
ie. S; The Brenner algorithm consists of calculating
numbers d, dz and dy, defined in equations (1)—(3):

d=du+ dy (1)
With
i=N-1 j=N-3 )
dr = Z Z (Sz']'+2 - Sij) (2)
=0 j=0
i=N-3 j=N-1 ,
dy = (Si+2j - Sij) . (3)
=0 j=0

Typical focusing curves are shown in Figure 5. The focusing
curves present in most cases at least two peaks that we
believe correspond to the last layer structures seen in the
multilayer structure of the film. In particular, the last peak
is the position of the surface of the tape exposed to air and

500
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0 500 1000 1500 2000 2500 3000 3500 4000

Figure 3. Reference object for measuring optical resolution of
the optical system through the tape. See description in the text.
The 2.5 pm (left) and 5 pm (right) vertical lanes can be
distinguished on the picture. The squares at the bottom are gold
pad with 200 pm x 200 pm dimensions.

10

Pixels Intensity

0 20 40 60 80
Pixels

Figure 4. Intensity across the 2.5 pm, 5 pm, and 10 pm lane.
Roughly the side of the lane are resolved for the 5 um but not for
the 2.5 pm, giving us an optical resolution falling in between
2.5 pm and 5 pm.

fungus. When free of dust, fungus or any microscopic
objects that can provide strong gradients, the focusing
curves may present one to two additional peaks, corre-
sponding to other layer structures, see for example the first
two shoulders at ~185 pm and ~208 pm. For final focusing,
we choose the last peak and estimate its position with addi-
tional precision, using a sub-pixel algorithm. Since we can
move the motor with 1/32nd steps, the algorithm is applied
with 1/32nd precision from the data acquired with 1 step
precision. This is achieved through the following steps:

1. Calculate the convolution of the focusing curves with
a normal distribution with standard deviation a.
For o, we choose values between 1.5 and 3.

2. In the convolved function y;, find the maxima and
choose the one corresponding to the surface of the
tape, i.e., the last one. Denote its position by #inax
and its ordinate by yinax-
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Figure 5. Typical focus curve obtained on a fresh tape. Fresh
tape typically comprises four extrema corresponding to what we
believe are different layer borders in the tape. The focusing
sequence is repeated 100 times and the positions of the two
last peaks are calculated with 1/32nd steps precision, see
description in the text. The insert, left and right, show the
layer thickness and the position of the adhesive side, as
calculated for each run.

3. Interpolate the position %, using a polynomial of
order 2 defined in equation (4):

Yimax=1 ~ Yinax 1 (4)

tsub = timax + 0.5 )
Yinoctl ™ 2 T Vi1

where Yimaxi1, Yimax—1 are the ordinates of the two nearest
pOth to (tima.xv yimax)-

1. In the focusing interval with 1/32nd steps precision,
fe, t = 0, 1/32, 2/32, ..., j/32, ..., M — 1 with
0 <j< 32 (M — 1), choose the nearest position to .

To test the efficiency of this algorithm, the focusing proce-
dure was repeated 100 times on a fresh tape, devoid of dust
and spores. The position of the surface of the tape was
calculated using the sub-pixel algorithm above. The evolu-
tion of the sub-pixel position for each focusing sequence is
shown in the top right insert. The last layer thickness is also
evaluated using 1/32nd pixel precision as shown in the
middle-left insert. The measured position of the surface
presents a long-term variation of roughly 5 pm, over the full
measuring sequence. The short-term variation, i.e. from
focusing sequence to focusing sequence present smaller vari-
ations, typically between 0.1 pm and 1 pm. The Layer
thickness is seen to be contained within a 20.5 + 0.5 pm
range.

After the position of the surface is evaluated, the motor
is moved to that position. A new set of M, for example
M = 5, images around the previously found optimal focus
position is acquired, to cope with the variation of the focus
positions between the center and the corner. The new set of
images around the focus is then used for further image pro-
cessing and as input to the neural network model.

3 Image processing
3.1 Preprocessing

After the best focused image has been chosen, a compos-
ite RGB images is created by replacing the green
channel of the bright field image with the mean value of
all the color channels of the dark-field (DF) image. This is
calculated as:

1. RGBcomposite [:7:7:] - 1:{G'BBF [:7:7:]
2. RGB(:ompositc[:a 5 Blue}

__ RGBpg[;, 5, Red] + RGBpr[:, :, Blue] + RGBprl;, 1, Green]
B 3

An example of the process is shown in Figure 4 below.
Combining the bright and dark images provides better
discrimination against the background. It also highlights
the living spores since the spherical shape and high-water
content of live spores make them function like tiny lenses.
Dead spores tend to dry out and therefore do not light up
in the same way as live spores.

Examples of images of relevant spores are shown in
Figures 6-8. The resolution through the film is good enough
to enable distinction between the two types of spores based
on their shape and size. We observe that mildew spores
sometimes exhibit a crown of small, bright spots in the
bright-field illumination. This phenomenon is attributed
to the lens-like properties of the oblong mildew structures,
with their bodies acting as miniature lenses. The resulting
effect of the “mildew lens” and the microscope lens is the
formation of an image of the LED mounted on the dark
Field ring. This effect is only present in fresh, water filled
mildew, as the biological structure of dried-out mildew
has collapsed, leading to the disappearance of its lens-like
properties.

3.2 Model development

The model is based on the YOLOv5 neural network model
[15], commonly used to detect objects in images for a large
variety of applications [16-20]. The choice of YOLOv5s as
basis for the model development instead of other, larger
models, is a compromise between size and performance of
the model. We have a relatively limited amount of different
features in the images and only a few object classes, so using
a larger model would not necessarily give much better
results.

In the training of the network, the first layers of the
model are kept fixed and only the last layer of the network
is retrained with images of powdery mildew and grey mould
(acquired in field tests and in the lab). The images are split
into three datasets; training, validation and test set. The
training and validation sets are using during the training
of the model. The test set is used only for reporting of the
model results. Since we have a limited amount of spores
in the images, the Images containing spores are augmented
with flipped versions of the image (flip left-right and flip
up-down). Negative images (without spores) are easily
available, so they are included without augmentation.
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Figure 6. Combination of bright and dark field image into a
composite red-green image. We only show a small part of the
image to highlight the size difference between spores of powdery
mildew (blue box) and grey mould (orange box).

4 Experimental results

Several field tests were conducted during spring and
summer 2023 in various greenhouses in the Oslo region in
Norway. The measuring system was positioned near the
plants and left to collect data during several days (Figure 9).
Both greenhouses with healthy plants and greenhouses
with disease outbreaks have been investigated.

The model development is still ongoing, but preliminary
results indicate that it is possible to detect the relevant
spores and separate them from dust and other objects in
the images. Current models give mean average precision

Figure 7. Cucumber powdery mildew. Dark spores are dried
out (dead).

Image_20231013_2331_sul

Image 20231015_0441_suljstesfe g20830 0431537 sul

Figure 8. Example of training data that is input to the model
development. The spore-like structures in the lower, right image
are water droplets.
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Figure 9. Measuring system collecting data in a cucumber
greenhouse with powdery mildew attack.

Table 1. Classification results for the test set.

Grey mould Cucumber powdery mildew

No. of spores 1662 804

Precision 0.71 0.902
Recall 0.946 0.97
mAP50 0.917 0.982
mAP50-95 0.578 0.741

(mAP50) of 0.92 for grey mould and 0.98 for cucumber
powdery mildew, see Table 1.

Figure 10 shows examples of classification results for
images with spores of grey mould and cucumber powdery
mildew. We see that the model is able to correctly
detect the powdery mildew even when the image is not
perfectly focused. The model also manages to differentiate
between the elliptic grey mould spores and circular water
droplets.

5 Discussion

The system performs well when it comes to classification
accuracy of the spores that are trapped on the tape.
However, more experiments are needed to determine which
proportion of the spores in the air in a typical greenhouse
will effectively make their way to our system. Our system
has an air intake that draws air in and an air outtake that

Botrytis 0.9CBotrytis 0.9

Botrytis 0.92
ryéotry’tis 0.93

Botrytis 0.85 pisriiic
7 Botrytis Qn Jrylisioen
Botryti )

Figure 10. Classification examples for grey mould (top) and
cucumber powdery mildew (bottom).

pushes air out. The spores are typically 10-60 um long.
Airborne particles with a diameter < 10 um and a density
similar to water are expected to behave passively in relation
to air turbulence. In contrast, airborne particles with a
diameter of 60 pm will be more influenced by their mass,
exhibiting higher inertia against being carried by air flow
[21]. Airborne particles with a diameter < 10 pm have a fall-
ing speed of approximately 0.25 cm/s, settling to the
ground in about 11 min from a height of 2 m (average
height of a cucumber leaf). Conversely, for a 60 wm particle,
the falling speed is around 10.8 cm/s, requiring only 18 s to
reach the ground. In practical terms, grey mold spores may
thus remain suspended in the air for a long time, potentially
drifting over long distances in a greenhouse, depending on
airflow and turbulence. Mildew spores, which spend a
shorter time suspended in the air, will probably be less
affected by airflow and drift over much shorter distances.
In a large, commercial greenhouse, a large spore “emitted”
at one side of the greenhouse might probably not then reach
the measuring system before being dried out or before

! The gravitational settling velocity for a particle of diameter d
and density p is V, = pgd21 Su, with g, p the gravitational
acceleration and the air viscosity, see [22].
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colliding with infrastructure or another plant. Statistical
studies on the concentration of spores in the air are
needed to evaluate the full potential of a detection system
for, e.g., mildew spores based on air collection.

Another important assumption in our system is that a
spore that is drawn in, is a spore trapped on the tape at
some position in the FOV. This is a strong assumption
which assumes that 1) the spores are not trapped along
the side of the funnel on their way to the tape; 2) all the
spores that make their way down to the tape will impact
the tape and 3) all the spores that impact the tape will
adhere to it. We have not made any studies of the number
of spores being trapped on the tape versus the number
of spores entering the funnel and we do not know the
efficiency of our collection system. For example, a more
efficient design of the geometry of the collection system
might help in directing the spores to the FOV region and
avoid collision of the spores with the walls. This should
be optimized using e.g. a fluid mechanic simulator, consid-
ering the specificity of the spores of interest (size and mass).
The geometry of the impact zone might also be further
improved by optimizing e.g. the width of the tape, its orien-
tation, and the geometry of the chamber around the tape
for maximal impact. Finally, the tape chosen might also
be optimized with respect to transparency, and ‘“trapping”
efficiency.

The imaging system and detection algorithm operate
under the assumption that only a limited number of spore
types need to be identified, and that the captured images
are not contaminated by very large amounts of dust, pollen,
or water droplets. In the greenhouse tests this has so far
been a valid assumption. However, for coping with a more
generic environment, additional detection modalities and
extensive testing are probably needed. For example, fluores-
cence and multispectral detection could be added as a mean
to detect a wider range of spores.

The system we have described currently makes use of a
stepper motor to move the microscope. The stepper motor
amounts to a large part of the weight and volume of the
system and may be replaced by, e.g., a tunable lens [23]
to reduce the size and improve the measurement speed.

The effect of the focusing precision and the optical res-
olution on the model performance has not been extensively
evaluated. Testing indicates that the model is relatively
robust for poorly focused images of mildew spores, but
the results for the much smaller spores of grey mould dete-
riorate more quickly with inaccurate focus. This will also be
the subject of further studies.

There is a very broad corpus of work showing that
optical spectroscopy is an interesting tool for the diagnosis
of plant diseases. Wavelength ranges such as visible, near-
infrared and mid-infrared have been utilized for diagnosis
and monitoring of plant diseases in a nondestructive way,
see [24, 25] and references therein. Techniques such as
Raman, Fourier Transform Infra-Red, and fluorescence
spectroscopy, which can provide information about the
molecular fingerprint of pathogens, and reflectance spec-
troscopy have proven effective for early detection and
identification of plant pathogens, significantly enhancing
disease management capabilities, see [26-28] and references

therein. For the case of mildew, Laser-Induced Fluorescence
has been proven to be able to provide presymptomatic
detection of powdery mildew on wheat leaves shortly
after fungus inoculation [29]. Also, UV-fluorescence spec-
troscopy has been used for detection of powdery mildew
in grapevine [30]. VIS-NIR reflectance spectroscopy was
also assessed for the rapid detection of e.g. Botrytis cinerea
and Powdery mildew on wine grape [31]. Finally, an inter-
esting approach for indirect detection of strawberry
powdery mildew has been achieved in [32] by remotely mea-
suring CO, concentration close to the crop, since in infected
plants, the ability to absorb CO, has been shown to be
altered [33].

From this comprehensive but not exhaustive list of
works, it is evident that spectral information can add new
dimensions to the microscopy detection system discussed
in this paper, particularly for detecting powdery mildew
and botrytis. Many existing studies that utilize spec-
troscopy for local inspections close to the leaves rely on
bulky and cumbersome equipment. For instance, standard
commercial FTIR systems, which are typically expensive
and heavy, are often customized for laboratory use and
are not well-suited for field applications where large
areas need to be monitored in real time. Remote spectral
sensing presents a promising solution to overcome these
challenges, as it allows for the monitoring of leaves and
crops over large areas from a few isolated positions under
ideal conditions. The system described in this article bridges
the gap between costly, heavy equipment and remote
sensing systems by offering a potential for compactness
and affordability. It can be deployed to monitor large areas
and does not depend on direct leaf inspection, making it
relatively unaffected by the initial location or timing of
disease development on the crops. As long as spores are pre-
sent in the air, the suction system stands ready to capture
and present them to the imaging system.

6 Conclusions

We have developed a real-time optical measurement system
for non-contact measurement of fungal spores in protected
crops such as strawberries, tomatoes, and cucumbers.
The system combines a collection system of spores and a
customized microscope combining bright and dark illu-
mination to detect the spores. The collection of spores is
achieved by sampling air and trapping spores on a tape.
A YOLOV5 neural network is trained to identify spores of
powdery mildew and grey mold. Current models give
mean average precision (mAP50) of 0.92 for grey mould
and 0.98 for cucumber powdery mildew. The measure-
ment system has been tested in the field under real condi-
tions, in several greenhouses in the Oslo region in
Norway. Additional work is needed to estimate the collec-
tion rate of the current measurement systems as ground
truth for concentration of spores in air is challenging to
obtain in the greenhouse. Also, monitoring of additional
spores could be achieved by our system by adding detection
modalities, e.g. multi spectral imaging and/or fluorescence
detection.
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Abstract. The response of three of the most used commercial polymers (poly(vinyl chloride) (PVC), poly
(ethylene terephthalate) (PET) and polypropylene (PP)) under irradiation with high repetition rate (1 kHz—
1 MHz) femtosecond (450 fs) multi-pulse (N = 10-1500) laser at Z = 343 nm, 515 nm (1.40 J /cm? for both for-
mer wavelengths) and 1030 nm (1.70 J/cm?) is reported, obtaining a study on how the absorption mechanism
influences the processing efficiency for these materials. Tunable ablation depth and diameters are accomplished
by modifying repetition rates at a constant fluence and number of pulses. The results highlight the role of
absorption mechanism, repetition rate ranges and thermal properties of the materials for benefiting ablation
efficiency. Furthermore, the use of high repetition rates improves the laser processing, reducing extended

thermal effects and increasing ablation uniformity.

Keywords: Femtosecond laser, Ablation, Polymers, High-frequency, Thermal effects, Absorption mechanism.

1 Introduction

Polymers have become essential materials over the last
years. The presence of polymers in an endless number of
disciplines, such as technological and medical devices,
domestic appliances, food industry or aeronautics [1-3]
has been increased because of their notable qualities and
their competitive economical cost.

Three of the most commonly used polymers are poly
(vinyl chloride) (PVC), poly(ethylene terephthalate)
(PET) and polypropylene (PP). PVC is an amorphous
polymer, whereas PET and PP are semi-crystalline poly-
mers. These materials can be found in a vast number of
ordinary objects [4-6]. Nevertheless, an important applica-
tion of these polymers is their use in the fabrication of
flexible electronical and photonic devices via ultrafast laser
techniques [7, 8.

The use of ultrafast laser techniques for manufacturing
micro devices has been widely investigated. Several valuable
devices have been fabricated, such as microlenses, waveg-
uides, diffractive gratings or microfluidic channels [9-16].

Femtosecond laser sources allow to deliver high intensi-
ties on the surface of the materials that produce non-linear

* Corresponding author: dan.puerto@ua.es

absorptions restricted to the irradiated volume [17-20].
This enables to process materials that are transparent to
lower light intensities through multiphoton absorption
mechanisms. For this reason, ultrashort laser irradiation
has become an exceptional tool for tunable material
micro-processing [20].

The control of laser parameters is key for achieving a
proper processing of the materials. The relation between
the irradiation wavelength and the material bandgap
becomes crucial because these parameters determinate the
dominant absorption mechanism [20]. For higher wave-
lengths the amount of simultaneously absorbed photons
must be greater, reducing the processing efficiency. If the
wavelength is such that the photon energy is similar to
the material bandgap, better processing results are expected
to be obtained.

Another important parameter is the repetition rate. The
short processing times demanded by the industry can be
achieved with high repetition rate processing. When high
repetition rate pulses are irradiated, time between pulses
becomes shorter, resulting in shortened processing times
and presenting a notable advantage for production pur-
poses [15, 16]. The advantages of high repetition rate pro-
cessing have been observed in several materials [21, 22,
obtaining more uniform ablation and a debris reduction
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in the surroundings of the ablation area. However, a wide
range of repetition rate analysis is needed for understanding
the impact of repetition rate in ablation efficiency and for
controlling the processing outcomes.

We study the effects of processing three polymers with
different thermal properties (PVC, PET and PP) using
femtosecond laser irradiation for three different wavelengths
(A =343 nm, 515 nm and 1030 nm) and a wide range of rep-
etition rates (from 10 kHz to 1 MHz), providing a complete
study of the processing of these materials under different
laser conditions. This investigation highlighted the influence
of the dominant absorption mechanism in achieving effective
material processing. By adjusting the repetition rates, it was
possible to precisely control and vary the ablation depths
and diameters of the modifications at the micron level. An
explanation for the results can be given by considering the
connection between heat diffusion and repetition rate.

2 Experimental

The laser set up includes an NKT aeroPULSE FS50 fiber
laser that emits 450 fs laser pulses with an average maxi-
mum power of 50 W at the central wavelength of
/.= 1030 nm. Second order (4 = 515 nm) and third order
(A = 343 nm) harmonics can also be generated through a
nonlinear crystal device. Repetition rates can be selected
in a range between 500 Hz and 2 MHz for each wavelength.
The working fluences are 1.70 J/cm? for 2 = 1030 nm and
1.40 J/cm? for 4 = 515 nm and 343 nm. We selected these
fluence values based on the single pulse modification thresh-
old for 2 = 515 nm, which is slightly below 1.40 J/cm?,
according to our fluence tests. This choice ensures that all
the emitted pulses are capable of modifying the surface of
the materials. Ideally, to assess whether the absorption
mechanism significantly influences the process, irradiation
at A = 343 nm, 515 nm and 1030 nm should occur at iden-
tical fluence values. This approach allows that any differ-
ences observed in the results for each wavelength to be
attributed to the variations in the absorption of the mate-
rials at each wavelength. However, A = 1030 nm required
a higher fluence to induce significant modifications on the
surface of the materials. Consequently, the fluence was
increased to 1.70 J/cm? for this wavelength.

The system includes a scanner that controls the X-Y
position of the laser beam, allowing to process different
geometries on the material samples. The velocity of the
scanner can be set between 1 mm/s and 5 m/s. The laser
beam is focalized by a f-theta lens leading to 15 pm, 9 pm
and 7 pm radii at 1/¢* for 2 = 1030 nm, 515 nm and
343 nm, respectively. The radii sizes have been determined
by the method proposed by Liu et al. [23]. A depiction of
the experimental system is presented in Figure 1.

The polymer samples are 300 pum thick films of PVC,
PET and PP. The absorbance spectra of these materials
are presented in Figure 2. As it can be seen, the three
polymers present an absorption peak for 4 < 300 nm.
Absorption for 4 = 343 nm is slightly higher than for
A = 515 nm as seen in Table 1. However, for higher wave-
lengths absorption is expected to be lower. A simple
way for comparing the absorption efficiency for the three

wavelengths is by the estimation of the bandgap. This
estimation can be performed from the slope of these peaks.
The bandgap value is approximated to the wavelength
value at which a straight line with this slope and situated
on the top of the peak intersects the abscises axis. The
bandgap estimations can be observed in Table 1. Regarding
the low absorption of the three materials at the working
wavelengths and the high intensities that are provided by
an ultrafast laser source, multiphoton absorption is
expected to be the dominant absorption mechanism for
A = 1030 nm and 4 = 515 nm processing. Considering the
bandgap energies, the energy of each wavelength can
allow us to estimate the number of simultaneous photons
that are required to be absorbed. The photon energy for
A = 1030 nm is 1.20 eV, for A = 515 nm is 2.41 eV and
for 4 = 343 nm is 3.61 eV. These findings suggest that,
across all the three materials, at least 4 photons are needed
to be absorbed simultaneously for 4 = 1030 nm, whereas
only 2 coincident photons are necessary for 4 = 515 nm.
In the case of 343 nm irradiation, it is plausible that two-
photon absorption may interplay with linear absorption.
This phenomenon could influence the material processing
outcomes, as explained in the subsequent sections.

Thermal properties of the three materials have been
analysed too (see Supplementary material). Glass transition
(T,), melting (T,), decomposition (T;) temperatures and
heat capacity at T are determined from Modulated Differ-
ential Scanning Calorimetry (MDSC) and Thermogravime-
try (TG). The results are also presented in Table 1.

Optical characterization system is composed by an
Olympus IX73 microscope with 10x/0.30, 20x/0.45,
50x /0.80 and 100x /0.90 MPlanFLN objectives. The abla-
tion depths were measured using this microscope, focusing
on the surface of the material and on the deepest region
of the induced ablations. The differences between the read-
ing on the micrometric stage on the material surface and on
the ablated regions were recorded as the depth measure-
ments. We conducted multiple measurements of the
ablation depth for each line to minimize errors. The abla-
tion and modified widths were determined using micro-
scopic images and the micron/pixel calibration that was
established.

3 Results and discussion
3.1 Overview

Different series of irradiated lines with different number
of pulses per spot-area were processed on the three
polymer surfaces at 4 = 1030 nm with a fluence of
1.70 J /em® and at 2 = 515 nm and 343 nm with a fluence
of 1.40 J/cm?® for both wavelengths. Each series contains
irradiations with different values of repetition rate and
scanning velocity. These two parameters were varied in
order to obtain a constant number of pulses. Therefore,
each sequence consists on lines with the same number of
pulses per spot-area, but each line is produced with a differ-
ent value of repetition rate.

The fact of varying the repetition rate values alters the
heat diffusion mechanism. For higher repetition rates, time
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between pulses is reduced, so it is more difficult for the
material to spread the induced heat on its surface, leading
to higher temperatures that can produce greater changes
in the materials. After the last pulse impinges the material,
heat diffusion becomes dominant and the high tempera-
tures that have been reached on the irradiated area are able
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to enlarge the modified region. Increasing the number of
overlapping pulses and the delivered pulse energy also
causes a greater increase of the temperature. However, a
finer control of the material temperature can be achieved
by varying repetition rates while fluence and number of
pulses are unchanged.

For this reason, in the following analysis, fluence values
and number of pulses are set constant for each repetition
rate-varying irradiation series. Consequently, the differ-
ences between modified volumes on lines of the same series
are attributed to effects related to the thermal characteris-
tics of the materials.

3.2 Results for 2 = 1030 nm

Ablation is not the dominant consequence of processing
these polymers with 4 = 1030 nm irradiations. As it was
mentioned above, considering the bandgaps of the materials
and the photon energies for this wavelength, at least 4
photons are required to be absorbed at the same time for
the three materials for this wavelength. This implies that
absorption is less efficient for this wavelength than for
A = 515 nm and 343 nm and, as a consequence, lower
temperatures will be reached. This fact is evinced in the
following results.

PVC and PET present analogous effects at this wave-
length, but at different number of pulses and repetition rate
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Table 1. Estimated bandgaps, absorbance for 2 = 343 and for 2 = 515 nm, glass transition temperatures (T}), melting
temperatures, (7),), decomposition temperatures (T,) and heat capacity at 25 °C and at T, for PVC, PET and PP.

Polymer Bandgap Absorbance Absorbance T, T, Ty C, at 25 °C Cyat Ty
(eV) 343 nm 515 nm (°C) (°C) (°C) (J/kg K) (J/kg K)
PVC 3.95 0.216 0.090 72.29 - 225 690 1568
PET 3.80 0.257 0.087 75.55 245.45 349 827 1979
PP 4.00 0.262 0.138 <0 157.96 320 1181 2928

Fig. 3. (a) PVC irradiations at 1030 nm with N = 25, 40 and 65 pulses/spot-area from left to right and f = 5 kHz. (b) PET
irradiations at 1030 nm with N = 60 pulses/spot-area and f = 2.5 kHz, 110 and 125 pulses/spot-area and f = 100 kHz from left to
right. (¢) PP irradiations at 1030 nm with N = 125 pulses/spot-area and f = 200, 250 and 300 kHz from left to right. The scale bar
shown in (a) is applicable to (b) and (c) too. (d) PVC irradiation at 1030 nm with N = 125 pulses and f= 1 MHz. (e) PET irradiation
at 1030 nm with N = 250 pulses and f= 100 kHz. (f) PP irradiation at 1030 nm with N = 400 pulses/spot-area and f= 1 MHz. All the
presented irradiations were performed at a fluence value of 1.70 J/ cm?®.

values. For lower number of pulses/spot-area (about 25 for
PVC and 60 for PET) only reflectivity changes are
observed on the material surface, as seen in the left lines
of Figures 3a and 3b. Above these values, thermal effects
extended outside the irradiation area emerge. As the num-
ber of pulses increases (40-65 for PVC and 80-125 for PET)
ablation appears and mixes with those extended thermal
effects (see the central lines of Figs. 3a and 3b). Further-
more, burning traces are observable on the surroundings
of the irradiated areas, as depicted in Figure 3b. It can be
noted that when fluence is lower than the ablative threshold
for a certain wavelength, surrounding heat transfer is
increased. When ablation is achieved, a greater portion of
the transferred energy is used to increase the ablated depth,
leading to more restricted area effects. These extended
effects are more prevailing for PET than for PVC. For
higher number of pulses (65 for PVC and 125 for PET)
ablation dominates as it can be noted for the right lines
in Figures 3a and 3b. However, for the laser conditions
for which ablation is achieved, the uniformity of the lines
is quite low and the presence of debris is notable, even for
high repetition rate irradiated lines, as seen in Figures 3d
and 3e.

The differences between the required number of pulses
for ensure ablation between PVC and PET might be
explained regarding the heat capacity values at 25 °C and

at T, that can be seen in Table 1. It can be noted that
PET exhibits a slightly greater heat capacities at both tem-
peratures compared to PVC. This suggests that PET
requires more energy for elevating its temperature than
PVC. This disparity is increased for higher temperatures,
as heat capacity differences between both materials are
higher at T, than at 25 °C. As a consequence, this may
challenge ablation for PET. The smaller T, presented by
PVC also can benefit ablation compared to PET. The
extended thermal effects can be explained by the glass-rub-
bery phase transitions that suffer PVC and PET when tem-
perature is above 72 °C and 76 °C, respectively (see Tab. 1).
These phase changes increase the volume of the material,
obtaining thermal effects that are propagated outside the
irradiation area. Then, rubbery state resolidifies and causes
a change in the refractive index [13, 15, 20, 24, 25], as it is
shown in Figure 3d.

On the other hand, PP shows a different behaviour. A
higher number of pulses and repetition rate (1000 pulses
and 100 kHz or 400 pulses and 1 MHz) is required to ensure
a complete ablation. This can be understood regarding the
notably higher heat capacity values at 25 °C and, espe-
cially, at T, presented by this material (see Tab. 1). At
lower number of pulses (about hundreds of pulses), non-
extended reflectivity changes are the main consequences
of processing this material, as it is shown in Figure 3c.
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The lack of huge external thermal effects (as contrary as in
the case of PVC and PET) may be related to the absence of
glass-rubbery transition for PP at temperatures above 0 °C.
Therefore, PP is already at rubbery state at ambient
temperature, and this transition does not occur when the
material is processed. Additionally, two homogeneous
bleaching regions are discernible on the bordering of the
ablation area in Figure 3f. These modifications are attribu-
ted to the flow of material that experienced a melting
transition. Similar bleaching effects can also be noted on
the edges of the ablated lines in PET, as seen in Figure 3e.
These modifications are also attributed to the melting
transition suffered by PET. The smaller size of bleaching
observed in PET correlates with its higher melting temper-
ature (245 °C) compared to PP (158 °C), as presented in
Table 1. The lack of these regions for PVC correlates with
the absence of melting transition for this material. The
homogeneity of the ablation lines processed at high number
of pulses and repetition rates is superior to that of PVC and
PET, but it remains not entirely satisfactory for PP, as seen
in Figure 3f.

The results of processing these three polymers with
1030 nm laser irradiation indicate that ablation is not
achieved across all the studied laser conditions. High
number of pulses and repetition rates are required to ensure
ablation, especially for PP. Otherwise, only reflectivity
changes or non-uniform ablation mixed with thermal effects
appear. Even when ablation is accomplished, the resulting
lines exhibit low uniformity and homogeneity. Conse-
quently, processing these materials with 1030 nm under
these laser conditions represents a less controllable process,
obtaining non-optimal outcomes.

3.3 Results for 2 = 515 and 343 nm

The consequences of processing these materials using
A = 515 nm and 343 nm exhibit similarities. Contrary to
the 4 = 1030 nm case, where ablation induced on the sur-
face of the three polymers is less dominant, ablation is
achieved for all the investigated repetition rates and mate-
rials for both wavelengths.

This fact aligns with the absorption spectra and
bandgaps characteristics of the polymers (see Fig. 2 and
Tab. 1). As it was discussed above, two-photon absorption
dominates for 4 = 515 nm, and appears combined with
single photon absorption for 4 = 343 nm, contrasting to
the four photons that are needed for 4 = 1030 nm. Conse-
quently, absorption is more efficient for A = 515 nm and
343 nm, generating higher temperatures on the material
surfaces, that can exceed the decomposition temperature
of the materials (7T, see Tab. 1), enabling ablation. It must
be emphasized that ablation has been achieved for a smaller
number of pulses and fluence for 4 = 515 nm and 343 nm
than for 4 = 1030 nm, underscoring the influence of the
absorption mechanism on the processing efficiency.

However, despite absorbance is higher for 4 = 343 nm
compared to A = 515 nm, there are differences in the pulse
energy distribution of each wavelength. Specifically, the
waist radius for 4 = 515 nm is 9 pum at 1/¢% whereas
the value for A = 343 nm is 7 pm. As a consequence of
the lower absorbance for 515 nm for the three materials,

a greater skin depth is expected for this wavelength process-
ing, originating greater optical penetration depths. These
facts could affect to the ablation depth and the modification
widths, as detailed in this section.

To compare the differences between these wavelengths
and materials, ablation depths and modification diameters
for 150 pulses/spot-size irradiated lines series were mea-
sured across repetition rates ranging from 10 kHz to 1 MHz.

As it can be observed in Figures 4, 5, 6a and 6b, modi-
fied areas increase with repetition rate for the repetition
rates that are shown in the images. The homogeneity of
the processed lines is increased too as repetition rate is risen
up. In Figures 4, 5, 6¢c and 6d 1 MHz irradiated lines are
depicted, denoting a notable homogeneity. In contrast to
the 1030 nm case (Figs. 3d-3f), the uniformity of the
processed lines is remarkably enhanced for 515 nm and
343 nm processing, achieving more favoured outcomes for
these two wavelengths.

Figures 4, 5, 6a and 6b also indicate that PVC and PET
present greater modified widths and reflectivity changes in
the ablation surroundings than PP. PP does not present
these reflectivity variations. The two observable bleaching
regions on the bordering of the ablation area are also attrib-
uted to flowed material, as explained in the previous subsec-
tion. In order to clarify the specific modification region,
three different parameters are analysed for each material
and wavelength: ablation depths, ablation diameters and
extended diameters. The ablation depth is characterized
as the maximum profundity of the removed volume. The
ablation diameter denotes the horizontal width of the dark-
ened ablation region. The extended diameters for PVC and
PET are defined as the total reflectivity change widths,
while for PP the extended diameters refer to the maximum
distance between the external bleaching regions. An illus-
tration of the diameters definitions is given in Figures 4, 5
and 6d.

The presence of reflectivity changes that expand the
extended diameters for PVC and PET might be attributed
to the phase changes experienced by these materials, as
explained in the previous section. The glass transition
suffered by PVC and PET at T, ~ 75 °C triggers the
enlargement of the modified region and the refractive index
variation due to the volume increase during this phase tran-
sition. Nevertheless, PP glass transition occurs at tempera-
tures below to 0 °C. As a consequence, this transition will
not occur when PP is irradiated. This also explains the lar-
ger extended diameters in PVC and PET compared to PP.

PVC and PET also exhibit greater ablation depths than
PP. This disparity might also be explained regarding the
heat capacity values that can be seen in Table 1, as
explained above. The greater PP heat capacities at indicate
that this material presents a higher resistance for increasing
its temperature compared to PVC and PET, challenging
ablation.

Figures 4, 5, 6e and 6f demonstrate that ablation depths
and extended and ablation diameters increase with repeti-
tion rate, occurring up to approximately 100 kHz for both
wavelengths and the three materials. Beyond this range,
these three parameters saturate, remaining nearly constant
or even decreasing, as seen in the extended diameter for
PVC and PET.
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PVC 343 nm ablation depths and diameters
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Fig. 4. (a) PVC irradiations at 515 nm with N = 150 pulses/spot-area and f = 10-45 kHz increasing from left to right. (b) PVC
irradiations at 313 nm with N = 150 pulses/spot-area and f = 15-100 kHz increasing from left to right. (¢) PVC 1 MHz irradiation
with N = 150 pulses/spot-area and 515 nm. (d) PVC 1 MHz irradiation with N = 150 pulses/spot-area and 343 nm. (e) PVC measured
irradiated lines ablation depth, ablation diameter and extended diameter for N = 150/spot-area at 515 nm as functions of repetition
rate. (f) PVC measured irradiated lines ablation depth, ablation diameter and extended diameter for N = 150/spot-area at 343 nm as
functions of repetition rate. All the presented irradiations were performed at a fluence value of 1.40 J/cm?.

In this sense, two remarkable consequences of processing
these materials must be emphasized: Firstly, by varying the
repetition rate at a constant fluence and number of pulses a
tunable micron-scale depths and modified diameters can be
achieved. Furthermore, high repetition rate ablation not
only contribute to a higher line uniformity, but also leads
to a diminution of extended thermal effects for PVC and
PET, enabling more precise processing.

The saturation phenomenon can be understood con-
cerning the thermal diffusivity of the materials and the time
between laser pulses. When a pulse impinges the surface of
the material, temperature is increased in the irradiated
area. At lower repetition rate values (larger time between
pulses) materials are able to revert to their pre-pulse tem-
perature, since time between pulses is greater than the dif-
fusion time of the material. However, as repetition rate
increases, the reduced time between pulses limits heat diffu-
sion efficiency, leading to cumulative heat effects, that pro-
duce a significant rise of the material temperature. The
critical repetition rate that supposes the entry into the heat
accumulation regimes can be estimated as [13, 20, 26]

D

fC:H7

1)
where D is the thermal diffusivity and o represents the laser
radius at the focal plane. For thermal diffusivities
D ~8-10°° In2/S for the three polymers, and @ = 7 pm
for 343 nm irradiations and @ = 9 pm for 515 nm, the
critical repetition rate is fo ~ 250-400 Hz. Notably, the
working repetition rates exceed f-in all the cases, indicating
that all the lines have been irradiated on the heat accumu-
lation regime. Consequently, the increase in ablation depths
and diameters with repetition rate can be attributed to the
heat accumulation effects that become more relevant as the
repetition rate is increased.

Nevertheless, for repetition rates higher than 100 kHz,
approximately, no further increments are noted for these
three parameters, as illustrated in Figures 4, 5, 6e and 6f.
This saturation is attributed to the fact that heat diffusion
efficiency is reduced for this range of repetition rates.
At these repetition rates, time between pulses becomes so
small that temperature of the material remains essentially
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Fig. 5. (a) PET irradiations at 515 nm with N = 150 pulses/spot-area and f = 10-45 kHz increasing from left to right. (b) PET
irradiations at 313 nm with N = 150 pulses/spot-area and f = 15-100 kHz increasing from left to right. (¢) PET 1 MHz irradiation
with N = 150 pulses/spot-area and 515 nm. (d) PET 1 MHz irradiation with N = 150 pulses/spot-area and 343 nm. (e¢) PET measured
irradiated lines ablation depth, ablation diameter and extended diameter for N = 150/spot-area at 515 nm as functions of repetition
rate. (f) PET measured irradiated lines ablation depth, ablation diameter and extended diameter for N = 150/spot-area at 343 nm as
functions of repetition rate. All the presented irradiations were performed at a fluence value of 1.40 J/ cm?.

constant until the next pulse arrives. As a consequence,
material temperatures will not grow significantly if time
between pulses is reduced. This occurs when time between
pulses becomes considerably smaller than the diffusion time
of the material. It must be noted that for 100 kHz, time
between pulses (t,, = % =10"%s) is between 250 and
400 times smaller than the time associated to the critical
repetition rate (¢, =4~ 2.5-107 — 4-107*s ). This reduc-
tion of the time between pulses could enable the saturation
effect.

However, this reasoning does not explain the reduction
of the external diameter size seen in PVC and PET after
reaching a maximum for repetition rates near to 100 kHz
(see Figs. 4, 5e and 5f). This phenomenon can be attributed
to the way absorbed energy is distributed among different
processes. Some part of the absorbed energy is spent for
ablating and evaporating the material, another part
remains in the vapor as kinetic energy and the residual heat
is located in the bulk and the surface of the material,
surrounding the ablation volume [27]. Initially, as repetition
rate increases, temperatures rise up, increasing the amount
of energy available for heat diffusion because a smaller

portion of the absorbed energy is devoted to ablation.
Diffusion elevates the temperature on the ablation
surroundings and, if temperature becomes greater than T,
the extended diameter will be enlarged. However, at higher
repetition rates, temperatures may become sufficient for
achieving greater ablation volumes, reducing the available
residual energy for heat diffusion [22], resulting in a diminu-
tion of the external diameters for both materials.

Considering the ablation diameters saturation repeti-
tion rates and the maximum extended diameters repetition
rates the transition between the thermal effects dominating
regime and the ablation regime can be estimated.

For PVC, the maximum external diameter is originated
at 40 kHz for 515 nm and at 90 kHz for 343 nm irradiation.
The saturation of the ablation diameters is produced at
70 kHz for 515 nm irradiations and at 90 kHz for 343 nm
processing. This indicates that the transition between both
regimes is produced between 40 and 70 kHz for 515 nm and
about 90 kHz for 343 nm for this polymer.

In the case of PET, the greatest extended diameter is
obtained at 30 kHz for 515 nm and at 60 kHz for 343 nm.
Ablation diameters saturate at 60 kHz for 515 nm and at
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Fig. 6. (a) PP irradiations at 515 nm with N = 150 pulses/spot-area and f = 1045 kHz increasing from left to right. (b) PP
irradiations at 313 nm with N = 150 pulses/spot-area and f= 15-100 kHz increasing from left to right. (¢) PP 1 MHz irradiation with
N = 150 pulses/spot-area and 515 nm. (d) PP 1 MHz irradiation with N = 150 pulses/spot-area and 343 nm. (e) PP measured
irradiated lines ablation depth, ablation diameter and extended diameter for N = 150/spot-area at 515 nm as functions of repetition
rate. (f) PP measured irradiated lines ablation depth, ablation diameter and extended diameter for N = 150/spot-area at 343 nm as
functions of repetition rate. All the presented irradiations were performed at a fluence value of 1.40 J/ cm?.

Table 2. Maximum extended diameter, extended diameter at 1 MHz, ablation diameter at 1 MHz and ablation depth at
1 MHz for PVC, PET and PP at 515 nm and 343 nm irradiation.

Max. extended Extended diameter at Ablation diameter at

Polymer and

Ablation depth at

wavelength diameter 1 MHz 1 MHz 1 MHz
PVC (515 nm) 96 pum 76 um 36 pum 40 pm
PVC (343 nm) 90 pm 67 pm 20 pm 38 pm
PET (515 nm) 122 pm 90 pm 37 pm 40 pm
PET (343 nm) 105 pm 89 um 33 pm 33 um
PP (515 nm) 51 um 51 um 29 um 22 um
PP (343 nm) 33 um 33 um 13 pm 21 um

75 kHz for 343 nm. This points that, for this material the
transition is produced between 30 kHz and 60 kHz for
515 nm and between 60 kHz and 75 kHz for 343 nm.

PP does not exhibit a decrease of the extended diame-
ters for repetition rates greater than 100 kHz. Its extended
and ablation diameters reach a maximum at 90 kHz for
515 nm irradiation, remaining constant as the repetition
rate is increased. The same behaviour is found for

343 nm, obtaining a saturation for extended and ablation
diameters at 150 kHz. This behaviour aligns with the
absence of extended thermal effects due to the lack of the
glass transition during PP irradiation and confirms that
the two bleaching regions are due to deposited material.
Being conscious of the repetition rate ranges where
ablation predominates over thermal effects becomes crucial
for acquiring control over material processing. A strategic



J. Eur. Opt. Society-Rapid Publ. 20, 27 (2024) 87

convenient repetition rate can be selected in order to obtain
the desired outcome after material irradiation.

There are also differences between both processing
wavelengths for the three materials as shown in Table 2.
Greater extended and ablation diameters are attained with
515 nm irradiations. The disparities between the maximum
extended diameters at 515 nm and 343 nm are significant
across the three materials, obtaining significantly greater
modification areas at 515 nm. Differences in ablation diam-
eter sizes between 515 nm and 343 nm irradiations at
1 MHz are also notable (1.8 ratio for PVC, 1.1 ratio for
PET and 2.2 ratio for PP). Concerning ablation depth,
comparable values are obtained for the three materials at
both wavelengths: PVC ratio 1.1, PET ratio 1.2 and PP
ratio 1. This indicates that greater volumes are ablated with
515 nm compared to 343 nm: 1.9 ratio for PVC, 1.4 ratio for
PET and 2.3 ratio for PP.

In terms of the importance of achieving ablations with
greater volumes and smaller diameters for acquiring control
on the ablation area, it can be noted that, although bigger
volumes are removed with 515 nm, the fact that the abla-
tion diameters are smaller for the three materials at
343 nm indicates that sharper ablations can be achieved
with 343 nm processing.

These results can be understood considering the differ-
ences between the materials absorption and the distinct
radius waists at each wavelength. The greater ablation
and extended diameters at 515 nm are attributed to the lar-
ger radius waists for this wavelength. Nevertheless, the fact
that comparable ablation depths are achieved for both
wavelengths is a consequence of the higher absorption of
the three materials at 343 nm. Thus, generally, lower waist
radii and greater absorptions benefit controllable ablation,
increasing the processing precision.

4 Conclusions

The behaviour of three commercial polymers has been anal-
ysed under three different wavelength (1 = 343 nm, 515 nm
and 1030 nm) femtosecond laser irradiation for a wide range
of repetition rates. The results point that 1030 nm irradia-
tions are not efficient at our working fluence because for
this wavelength, at least 4 photons are demanded to be
absorbed at the same time for exceeding the bandgap
energy for the three materials. As a consequence, non-
uniform ablation, reflectivity changes and undesired
extended thermal effects accompanied by burning traces
are achieved at this wavelength. Conversely, two photon
absorption is the main absorption mechanism for 515 nm
and 343 nm processing for the three polymers, leading to
a more suitable processing for which ablation is the main
outcome. This fact highlights the significance of the domi-
nant absorption mechanism for processing efficiency. For
the latter two wavelengths ablation depths and modified
diameters are measured, observing an increase of this
parameters with repetition rate up to values around
100 kHz, and originating a saturation or even a diminution
on the extended diameters for PVC and PET. This indi-
cates that tunable depths and modified areas at the micron

level can be achieved by varying repetition rate at constant
fluence and number of pulses. More suitable results are
attained at high repetition rates, leading to more uniform
lines for all the three materials and reduced extended diam-
eters, particularly for the case of PVC and PET. The satu-
ration effect can be understood considering the relation
between the thermal diffusivity of the materials and the
time between pulses. The decreasing of the extended
diameters for PVC and PET can be explained regarding
the distribution of the absorbed energy among ablation
processes and heat diffusion. Regarding ablation precision,
significant sharper ablations at 343 nm are achieved
compared to 515 nm.

Supplementary material

Figure S1: MDSC curves for PVC (a), PET (b) and PP (c). Tg,
and Tm are indicated with arrows. Thermogravimetry (TG, in
black), derivative thermogravimetric curves (DTG, in blue) and
decomposition temperatures (in red) for PVC (d), PET (e) and
PP (f).
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Funding

The work was supported by the “Generalitat Valenciana” (IDIFE-
DER/2021/014 cofunded by FEDER EU program, project PRO-
METEO/2021/006, and INVESTIGO program (INVEST/2022/
419) financed by Next Generation EU), “Ministerio de Ciencia e
Innovacion” of Spain (projects PID2021-1231240B-100; PID2019-
106601RB-100), by “Universidad de Alicante” (UATALENTO18-
10). APB thanks the “Ministerio de Ciencia e Innovaciéon” for the
grant (PRE2022-105016).

Conflicts of interest

The authors declare that they have no known competing
financial interests or personal relationships that could have
appeared to influence the work reported in this paper.

Data availability statement

No data was used for the research described in the article.

Author contribution statement

A.P. Bernabeu: Writing — review & editing, writing — original
draft, investigation, data curation. G. Najar: Investigation, soft-
ware, data curation. A. Ruiz: Investigation, data curation. J.C.
Bravo: Investigation, software. M.G. Ramirez: Methodology,
investigation, conceptualization. S. Gallego: Writing — review &
editing, writing — original draft, resources, conceptualization, fund-
ing acquisition. A. Marquez: Writing — original draft, investigation,
conceptualization, funding acquisition. D. Puerto: Writing —
review & editing, writing — original draft, supervision, investiga-
tion, data curation, conceptualization.

References

1 Modjarrad K., Ebnesajjad S. (2014) Handbook of polymer
applications in medicine and medical devices, 1st ed,
Elsevier, San Diego, CA, USA.

2 Ramakrishna S., Mayer J., Wintermantel E., Leong K.W.
(2001) Biomedical applications of polymer-composite


https://jeos.edpsciences.org/10.1051/jeos/2024021/olm

88

10

11

12

13

14

15

J. Eur. Opt. Society-Rapid Publ. 20, 27 (2024)

materials: A review, Compos. Sci. Technol. 61,9, 1189-1224.
https://doi.org/10.1016 /S0266-3538(00)00241-4.

Scholz C. (2017) Polymers for biomedicine: Synthesis,
characterization, and applications, 1st ed., John Wiley &
Sons, Hoboken, NJ, USA.

Leadbitter J., Day J.A., Ryan JL. (1997) PVC: Compounds,
processing and applications, Rapra Technology Ltd, Shawbury,
UK.

Maddah H.A. (2016) Polypropylene as a promising plastic: A
review, Am. J. Polym. Sci. 6, 1, 1-11.

Carr C.M., Clarke D.J., Dobson A.D.W. (2020) Microbial
polyethilene terephthalate hydrolases: Current and future
perspectives, Front. Microbiol. 11, 1-23.

Zacharatos F., Makrygianni M., Geremina R., Biver E.
Karnakis D., Leyder S., Puerto D., Delaporte P., Zergioti 1.
(2016) Laser direct write micro-fabrication of large area
electronics on flexible substrates, Appl. Surf. Sci. 374,
117-123. https://doi.org/10.1016/j.apsusc.2015.10.066.

Sun Y., Rogers J.A. (2007) Inorganic semiconductors for
flexible electronics, Adv. Mater. 19, 15, 1897-1916.
https://doi.org/10.1002/chin.200739224.

Xu M., Xue Y., Li J., Zhang L., Lu H., Wang Z. (2023)
Large-area and rapid fabrication of a microlens array on
flexible substrate for an integral imaging 3D display, ACS
Appl. Mater. Interfaces 15, 10219-10227. https://doi.org/
10.1021/acsami.2¢20519.

Zheng C., Hu A., Kihm K.D., Ma Q., Li R., Chen T., Duley
W.W. (2015) Femtosecond laser fabrication ofcavity micro-
ball lens (CMBL) inside a PMMA substrate for super-wide
angle imaging, Small 11, 25, 3007-3016. https://doi.org/
10.1002/sml1.201403419.

Puerto D., Biver E., Alloncle A.-P., Delaporte P. (2016)
Single step high-speed printing of continuous silver lines by
laser-induced forward transfer, Appl. Surf. Sci. 374, 183—
189. https://doi.org/10.1016/j.apsusc.2015.11.017.
Bollgruen P., Wolfer T., Gleissner U., Mager D., Megnin C.,
Overmeyer L., Hanemann T., Korvink J.G. (2017) Ink-jet
printed optical waveguides, Flex. Print. Electron. 2, 4,
045003. https://doi.org/10.1088 /2058-8585 /aa8eds.

Sola D., Vazquez de Aldana J.R., Artal P. (2020) The role of
thermal accumulation on the fabrication of diffraction
gratings in ophthalmic PHEMA by ultrashort laser direct
writing, Polymers 12, 12, 2965. https://doi.org/10.3390/
polym12122965.

Suriano R., Kuznetsov A., Eaton S.M., Kiyan R.,
Cerullo G., Osellame R., Chichkov B.N., Levi M., Turri S.
(2011) Femtosecond laser ablation of polymeric substrates for
the fabrication of microfluidic channels, Appl. Surf. Sci. 257,
14, 6243-6250. https://doi.org/10.1016 /j.apsusc.2011.02.053.
Eaton S.M., Zhang H., Herman P.R., Yoshino F., Shah L.,
Bovatsek J., Arai A.Y. (2005) Heat accumulation effects in
femtosecond laser-written waveguides with variable repetition

16

17

18

19

20

21

22

23

24

25

26

27

rate, Opt. Exp. 13, 12, 4708-4716. https://doi.org/10.1364/
opex.13.004708.

Eaton S.M., Zhang H., Ling M., Li J., Chen W.-J., Ho S.,
Herman P.R. (2008) Transition from thermal diffusion to
heat accumulation in high repetition rate femtosecond laser
writing of buried optical waveguides, Opt. Ezp. 16, 13, 9443—
9458. https://doi.org/10.1364/0e.16.009443.

Lenzner M. (1999) Femtosecond laser-induced damage of
dielectrics, Int. J. Mod. Phys. B 13, 13, 1559-1578.
https://doi.org/10.1142/s0217979299001570.

Stuart B.C., Feit M.D., Rubenchik A.M., Shore B.W., Perry
M.D. (1995) Laser-induced damage in dielectrics with
nanosecond to subpicosecond pulses, Phys. Rev. Lett. 74,
12, 2248. https://doi.org/10.1103 /physrevlett.74.2248.

Tien A.-C., Backus S., Kapteyn H., Murnane M., Mourou G.
(1999) Short-pulse laser damage in transparent materials as
a function of pulse duration, Phys. Rev. Lett. 82, 19, 3883.
https://doi.org/10.1103 /physrevlett.82.3883.

Misawa H., Juodkazis S. (2006) 8D laser microfabrication,
Wiley-VCH Verlag, Weinheim, Germany.

Florian C., Fuentes-Edfuf Y., Skoulas E., Stratakis E.,
Sanchez-Cortes S., Solis J., Siegel J. (2022) Influence of heat
accumulation on morphology debris deposition and wetting
of LIPSS on steel upon high repetition rate femtosecond
pulses irradiation, Materials 15, 17468. https://doi.org/
10.3390/mal5217468.

Kerse C., Kalaycioglu H., Elahi P., Cetin B., Kesim D.K.,
Akcaalan O., Yavas S., Asik M.D., Oktem B., Hoogland H.,
Holzwarth R., Tlday F.O. (2016) Ablation-cooled material
removal with ultrafast bursts of pulses, Nature 537, 7618,
84-88. https://doi.org/10.1038 /nature18619.

Liu X., Du D., Mourou G. (1997) Laser ablation and
micromaching with ultrashort laser pulses, IEEE J. Quant.
Electron. 33, 10, 1706-1716. https://doi.org/10.1109/3.631270.
Schaffer C.B., Garcia J.F., Mazur E. (2003) Bulk heating of
transparent materials using a high-repetition-rate femtosec-
ond laser, Appl. Phys. A 76, 351-354. https://doi.org/
10.1007/s00339-002-1819-4.

Schaffer C.B., Brodeur A., Garcia J.F., Mazur E. (2001)
Micromachining bulk glass by use of femtosecond laser pulses
with nanojoule energy, Opt. Lett. 26, 2, 93-95. https://doi.
org/10.1364,/01.26.000093.

Benayas A., Silva W.F., Rodenas A., Jacinto C., Vazquez de
Aldana J., Chen F., Tan Y., Thomson R.R., Psaila N.D., Reid
D.T., Torchia G.A., Kar A.K., Jaque D. (2011) Ultrafast laser
writing of optical waveguides in ceramic Yb:YAG: A study of
thermal and non-thermal regimes, Appl. Phys. A 104,
301-309. https://doi.org/10.1007 /s00339-010-6135-9.

Bauer F., Michalowski A., Kiedrowski T., Nolte S. (2015)
Heat accumulation in ultra-short pulsed scanning laser
ablation of metals, Opt. Ezp. 23, 2, 1035-1043. https://doi.
org/10.1364/0E.23.001035.


https://doi.org/10.1016/S0266-3538(00)00241-4
https://doi.org/10.1016/j.apsusc.2015.10.066
https://doi.org/10.1002/chin.200739224
https://doi.org/10.1021/acsami.2c20519
https://doi.org/10.1021/acsami.2c20519
https://doi.org/10.1002/smll.201403419
https://doi.org/10.1002/smll.201403419
https://doi.org/10.1016/j.apsusc.2015.11.017
https://doi.org/10.1088/2058-8585/aa8ed6
https://doi.org/10.3390/polym12122965
https://doi.org/10.3390/polym12122965
https://doi.org/10.1016/j.apsusc.2011.02.053
https://doi.org/10.1364/opex.13.004708
https://doi.org/10.1364/opex.13.004708
https://doi.org/10.1364/oe.16.009443
https://doi.org/10.1142/s0217979299001570
https://doi.org/10.1103/physrevlett.74.2248
https://doi.org/10.1103/physrevlett.82.3883
https://doi.org/10.3390/ma15217468
https://doi.org/10.3390/ma15217468
https://doi.org/10.1038/nature18619
https://doi.org/10.1109/3.631270
https://doi.org/10.1007/s00339-002-1819-4
https://doi.org/10.1007/s00339-002-1819-4
https://doi.org/10.1364/ol.26.000093
https://doi.org/10.1364/ol.26.000093
https://doi.org/10.1007/s00339-010-6135-9
https://doi.org/10.1364/OE.23.001035
https://doi.org/10.1364/OE.23.001035

J. Eur. Opt. Society-Rapid Publ. 2024, 20, 29

© The Author(s), published by EDP Sciences, 2024
https://doi.org/10.1051 /jeos /2024029

Available online at: https://jeos.edpsciences.org

EOSAM 2023

Journal of the European Optical
Society-Rapid Publications

Guest editors: Patricia Segonds, Guy Millot and Bertrand Kibler

RESEARCH ARTICLE OPEN g ACCESS

Manufacturing reflection holographic couplers for see-through
applications recorded in photopolymers without prisms: An

experimental validation

J.J. Sirvent-Verda!*
and A. Beléndez'?

, J.C. Bravo', J. Colomina-Martinez', G. Najar', C. Neipp'?, J. Francés'?, S. Gallego?,

! Instituto Universitario de Fisica Aplicada a las Ciencias y las Tecnologias, Universidad de Alicante, Apartado 99, E03080 Alicante,

Spain

2 Departamento de Fisica, Ingenieria de Sistemas y Teoria de la Sefial, Universidad de Alicante, Apartado 99, E03080 Alicante, Spain

Received 10 January 2024 / Accepted 13 May 2024

Abstract. In the present work, the viability of a novel recording geometry to produce reflection holographic
couplers is analyzed. Recalling the idea of previous works, photopolymers are used as the recording material
because they have been proven to be well-suited for the intended see-through application: the capability to
provide a virtual image without compromising the information about the surrounding environment. Moreover,
holography fundamentals give us the proper background to examine the proposed design, where no prisms or
microlenses arrays are used. Aiming to support the analysis, we provide experimental evidence that the pro-
duced reflection holographic gratings exhibit the correct properties to work as a coupler, where the sensitivity
of the material and its properties are studied and examined.

Keywords: Holography, Photopolymers, See-through, Holographic couplers, Reflection holograms.

1 Introduction

The see-through capability of an Augmented Reality (AR)
device defines the purpose of the latter, which is to superim-
pose a virtual image on the surrounding environment of the
user. Aiming for this feature, Holographic Optical Elements
(HOEs) are one of the most promising solutions for the in-
coupler and out-coupler elements, enabling environmental
light to interact with the HOE and subsequently producing
an image.

Using photopolymers as the recording material has
recently been a matter of study within AR [1, 2|, thanks
to their tuneable capacities, high efficiency, high resolution
and low cost. The optical property that undergoes a change
under illumination in this kind of recording material is
either the refractive index or the absorption coefficient,
mainly because of the photopolymerization and diffusion
processes that occur during the exposure and thanks to
which the optical phase information from an optical
element can be stored.

For what follows, the commercial photopolymer Bayfol
HX200 from Covestro AG has been used. Among its many
studied features [3], the easy processing, long-term stability,

* Corresponding author: jj.sirvent@ua.es

accuracy of grating reproduction and compatibility with
standard industrial product-integration process highlight
to our purpose. Moreover, as discussed in [4], the non-local
diffusion model limits the variety of photopolymers that can
be used for reflection holography, where this commercial
product has been tested successfully. Particularly, it has
been optimized in multiplexing procedures for reflection
holograms of diffusing objects [5].

Regarding the core of this work, the majority of the
recording holographic geometries, using prisms and micro-
lens arrays, are based on reflection holograms [6], as they
provide higher values of the Field of View (FOV), in terms
of a wider angular tolerance [7], than the transmission ones
and eliminate the stray light that produces ghost images,
key factors among many others related to the design of
see-through devices.

The use of prisms and index matching oil [§], accounting
for the waveguide combiners, permits impinging angles very
oblique inside the material inside the material to achieve
diffraction angles higher than the critical angle inside the
substrate. Even being readily achievable in a laboratory
setting, it poses much larger challenges in mass production,
mainly because of the need to avoid an air gap, and it is not
suitable for any kind of non-contact master-copying auto-
mated production method.

This is an Open Access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0),

which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
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Figure 1. Ewald’s spheres for the selected geometry, using 4, = 532 nm for the recording process and 4. = 473 nm as the designed
wavelength for the reconstruction stage. The recording structure (green) is built upon the recording angles in the material: 19.4° and
35.1°. The equivalent assembly for the reconstruction step (blue) yields angles of 1.0° and 55.5°. The average refractive index is

ny = 1.505, so the critical angle is 0, = 41.6°.

Hence, the novelty of this work lies in presenting an
examination of the recording conditions to design the
appropriate gratings, extending the fundamentals in previ-
ous works [2, 9, 10], using a reflection scheme without the
use of prisms, and the experimental evidence about the via-
bility of this approach.

2 Design and theoretical background

Intensity holography can be used to produce the aforemen-
tioned HOEs. This technique is built upon the translation
of an interference pattern of two waves, known as reference
and object waves, into a change in the optical properties of
the recording material due to illumination, whose funda-
mentals are described next.

Focusing the design into the sinusoidal pattern arising
from the interference of two plane waves, its main parame-
ters are closely related to the recording geometry, which is
depicted in Figure 1. Denoting as k, and k, the wave
vectors of the object and reference beams, the grating is
described by its reciprocal lattice vector, K, as:

K=k, —k,. (1)

Then, the hologram may act as a diffraction grating. In this
simplest case, spatial dependence is induced in the refrac-
tive index n of the material due to the periodicity of the
interference pattern, described as:

n(r) = ng + ny cos (K - r), (2)

where ng = 1.505 is the average refractive index of the
photopolymer [11], n; is the refractive index modulation
and r is the position vector of a point in the holographic
z — x plane, as in Figure 1.

That being so, with A as the grating spacing and ¢ as
the slant angle of the grating vector given by (1), the

Bragg’s condition during the reconstruction step yields
the angle of incidence 0, for which the maximum diffraction
occurs, given the reconstruction wavelength /,:

cos (H/B - qo) = 22;/\- (3)

Moreover, following Kogelnik’s notation [12], we can estab-
lish the angle of the diffracted beam, as its associated wave
vector ¢ is related to the transmitted reference reference
wave vector p and the grating vector within the Bragg
condition through:

s=p-K. (4)

Given the detailed relations (1)—(4) between the recording
geometry and the grating formation and diffraction proper-
ties, we can design a specific geometry with convenient
values for the angle of the diffracted beam and the Bragg
angle. Then, if we can impose that the former is greater
than the critical angle of the substrate, the hologram may
work as a holographic coupler [9]. This is why the concrete
configuration depicted in Figure 1 has been adopted, using
Ay = 532 nm as the recording wavelength and 0, = 30° and
0, =60° as the recording angles in air, which converts to
0, =19.4° and 0, = 35.1° in the material.

Specifically, using (1), the designed grating has a spatial
frequency of 1/A ~ 5600 lines/mm and a slant angle of
@ = —27.3°. Hence, values obtained from (3) and (4) with
A =473 nm show that the diffracted beam propagates
under the Total Internal Reflection (TIR) principle, as
Figure 1 illustrates, when a near-normal incidence beam
impinges on the grating.

Using different wavelengths in the recording and recon-
struction processes (A9 # A.) permits us to accomplish this
condition without using prisms. Noteworthily for this case,
the guided wavelength is smaller than the recording wave-
length, contrary to the transmission geometries where a
wavelength greater than the recording one can be guided.
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This can be explained by a general fact: if a grating
vector K is recorded with a reference and an object beam
and, then, the reconstruction is performed with a greater
wavelength, the angle between the reference and diffracted
beam becomes also higher. Specifically, if (1) and (4) are
combined, then

(Ko, Ky

2

1

Ao

(p.0)

2

(5)

sin
Ae

Therefore, to achieve TIR propagation in the reflection
schemes, as in Figure 1, we need to reduce this angle as
the wave vectors are located at different half z-planes; one
in z > 0, the other in z < 0. For transmission geometries,
where both wave vectors share the same region, the angle
between them needs to be higher and, hence, the intended
operating wavelength needs to be greater than the record-
ing one.

The use of this kind of grating in a waveguide combiner
can be straightforwardly assembled if two complementary
couplers are placed on the same substrate. Hence, the cou-
pled light from the first one begins to propagate under the
TIR, until it reaches the second grating, where it is decou-
pled, as they both share the same Bragg angle. Moreover, if
the multiplexing technique is incorporated into the design,
one may build a RGB system.

3 Experimental methods
3.1 Holographic recording setup

Aiming to produce the gratings with the recording geome-
try described in the preceding section, a two-beam holo-
graphic set-up has been used, as represented in Figure 2.
The beam from the Excelsior Continuous Wave Laser —
532 nm (Spectra-Physics, Santa Clara, CA, USA) is split
into two secondary beams, whose diameter is increased to
1 cm after being spatially filtered and collimated. Also, its
ratio can be monitored by the variable beam splitter BC.
The mirror M4 ensures the optical path is the same for
both arms, that ideally reach the sample with an inten-
sity of ratio of 1:1, inside the material, in order to enhance
the fringe’s visibility and, thus, the refractive index
modulation [13].

In this particular case, we have set that
I,=0.7 mW/cm® and I, =0.35 mW/cm? yielding an
average exposure power of 0.5 mW / cm? in the interference
region, where both beams reach with the same intensity due
to the correction with both the area’s projection and the
Fresnel loss. In a previous work, we have proven that this
range of intensities is optimal for different recording
schemes [14].

3.2 Characterization of the gratings

In the next section, we will present experimental evidence
about the see-through capability of the presented recording
geometry. To do so, we need to provide a characterization
of the gratings, ensuring that they have the desired
properties.

A basic and essential property to study is the transmit-
ted efficiency TE: the ratio of the transmitted intensity
from the grating (I,) and from the cured material where
there is no hologram (/o)

TE = I,/1,, (6)

that can be ultimately converted to the relative diffraction
efficiency # in the volume hologram regime through
n=1—TE. For the following analysis, it is important to
note that we work under s-polarization (.L).

The first aspect to study is the optimal exposure
energy that allows the hologram to be fully recorded in
the material. As the Bayfol HX 200 has a broad absorption
spectrum [15], real-time reconstruction is not possible.
In this work, we have recorded samples with different expo-
sure conditions, through the exposure time and the inten-
sity ratio, in order to estimate the sensitivity and the
dynamic range of the material. The set-up of Figure 2
enables to study the angular response in the first case,
while a spectrophotometer (Jasco 650-V UV-Vis) is used
in the second one. The information about the diffraction
peaks in the spectral scan is then used to corroborate the
grating’s geometry quantitatively, instead of the angular
information where the grating is less selective [7], but also
offers qualitative information about the hologram’s
performance.

Additionally, for an estimation of the refractive index
modulation n; from (2) and the optical thickness of the
hologram d, Coupled-Wave (CW) theory can be used
[12, 16]. Hence, the response of the grating (through its
transmitted or diffracted efficiency) can be determined as
a function of either the angle of incidence for a reconstruc-
tion wavelength A. or the wavelength for a fixed angle of
incidence 0. Comparing the latter expressions with experi-
mental data of TE as a function of the corresponding vari-
able, n; and d are determined.

Lastly, we validate both the Bragg condition near
normal incidence, through the playback angle 0, and the
propagation of the diffracted beam through TIR if the
intended A, = 473 nm is used. In this case, we also use an
Excelsior Continuous Wave Laser — 473 nm (Spectra-
Physics, Santa Clara, CA, USA) as the laser source.

4 Results and discussion
4.1 Exposure conditions

As stated in Section 3, the optimal exposure range of the
photopolymer is studied from the transmission response at
Bragg incidence as a function of the exposure conditions.
In this sense, the results are shown in Figure 3.

The sensitivity of the material, in this particular scenar-
io, is proven to be about 15 mJ/ em? according to the mean
power exposure during the recording process, which is the
threshold to produce an efficient hologram with the
presented recording geometry. Also, one may reason that
the inherent uncertainty of the measuring process accounts
for the repeatability of the same response through different
samples, as seen from the higher exposure values in
Figure 3.
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Figure 2. Experimental set-up. M: mirror, NDF: neutral density filter, BC: beam combiner BC: beam combiner, SF: spatial filter,
L: lens, D: diaphragm. The photopolymer film is attached to a glass (both depicted in blue) that is placed upon a rotation stage to

recombine the beams at the desired angles in the material.
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Figure 3. TE of different samples as a function of exposure
time ¢, with intensities of I, = 0.7 mW /cm? and I, = 0.35 mW/
cm?, measured in air, and 4y = A, = 532 nm.

4.2 Angular and spectral selectivity of the gratings

To illustrate the dispersion properties of the designed
gratings, we characterize the transmission response of a
probe hologram in the saturation regime of Figure 3
through either an angular or a spectral scan. First, experi-
mental data of TE with A, = 4g = 532 nm is measured
as a function of the incident angle, plotted in Figure 4.

Then, experimental data of TE is plotted in Figure 5 as a
function of the recording wavelength for a certain angle of
incidence 0. Also, an estimation of the refractive index
modulation n; and the thickness d of the hologram is
achieved with the angular scan in Figure 6, where
Ay # A, = 473 nm.

At this point, the recording wavelength is used for the
reconstruction, so the Bragg condition is fulfilled for
incidence at the corresponding recording angles, +30° and
+60°, from Figure 1. It is stated earlier that the transmitted
intensity from the hologram is compared with the equiva-
lent intensity in the case where no grating is recorded, so
TE not being 100% for the complete angular range in
Figure 4 indicates that there is an energy trade-off from
the Oth-order to the diffracted ones. Both minimum occur
at the designed recording angles, which provide the
expected response.

As seen in Figure 5, one may recognize the main features
of this grating: when impinging with one of the recording
angles, the hologram has a diffraction maximum at the
corresponding recording wavelength 532 nm. Moreover, at
normal incidence, there is a significant peak near 473 nm,
whose diffracted counterpart is intended to be guided along
the glass substrate.

In detail, for this latter case, there is a 2% discrepancy
between the measured and the designed wavelength at
normal incidence, that may be explained with a shift in
the grating structure: A and ¢ may be directly computed
considering the experimental values of both peaks
(6, =0°,4; =482.0 nm), (0 =30°, 1, =532.0 nm) and
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Figure 4. Experimental values of TE as a function of the
incident angle in air 0 with 4, = 532 nm.
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Figure 5. Experimental values of TE as a function of the
reconstruction wavelength 4. with different angles of incidence
0 =0° (blue) and 6 = 30° (green).

its uncertainties Af = 1°, A1 = 0.2 nm using (3), thanks to
which it holds:

cos(0, — p) _ cos(0}, — )
M B Ag

(7)

Then, with (7) and values from Figure 5, it yields a slant
angle of ¢ =-25.8+1° and a grating period of
A =177.9 + 1.3 nm; or, conversely, a spatial frequency of
5620 £ 40 lines/mm. Recalling the purpose of this work,
this HOE exhibits the expected features and the quantita-
tive differences, which may be caused by small deviations
during the recording process, are not significant to our
cause as it is checked in Section 4.3.

Subsequently, we may proceed with the estimation of
the thickness and the refractive index modulation. It is
important to note that the whole information about the
angular or spectral response is required to do so, while for
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Figure 6. Experimental values of TE (points) as a function of
the incident playback angle in air 0, with 4. = 473 nm and the
corresponding CW curve (solid).

the calculations with (7) only the peak values are necessary.
In this case, the 473 nm-beam in Figure 2 is used, as it pro-
vides the intended operating wavelength.

Turning now to the experimental evidence, using
Ae = 473 nm, best-fitting refractive index modulation of
n; = 0.027 £ 0.002 and d = 14.3 £ 0.1 pm are obtained,
which minimize the RMS between the experimental and
the theoretical values, as plotted in Figure 6, where the
transmitted efficiency is measured using (6) as a function
of the playback angle 0,,.

There is a good agreement between the experimental
data and the theoretical curve from the CW theory, where
the refractive index modulation is consistent with other
estimations [5].

It is remarkable that the fitted optical thickness is less
than expected for the photopolymer Bayfol HX 200, which
is typically 16 pm [11]. This fact may be due to the presence
of a subsidiary grating that emerges from the interference
between one of the different 2-beam combinations, if
accounting for the reflected beams in the recording process,
which is also supported by the observation that there is not
100% efficiency between the central lobe and the secondary
peaks. These also may explain the transmitted component
in the corresponding curve from Figure 5, which can be iso-
lated in this latter case.

4.3 Experimental validation

As the final step to study the viability of the proposed
geometry, we present here Figure 7 in which the sample
shows the desired behavior that has just been men-
tioned: the reconstruction with A, = 473 nm yields a dif-
fracted beam that is guided through the glass due to TIR.
Indeed, this complete and complement the information in
Figures 5 and 6, which also confirmed this near-normal
Bragg condition.

Hence, the grating acts as a reflection holographic cou-
pler, whose area is the hologram’s size, about 1 x 1 cm?.
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rounding environment.

Figure 7. Reflections gratings, recorded with the geometry in Figure 1, acting as in- and out- couplers under blue-light

reconstruction.

The whole system, thus, performs as a waveguide combiner,
as the schematic in Figure 7a depicts, with see-through
capability where an image can be retrieved which do not af-
fect the observer’s surrounding environment as in
Figure 7b.

5 Conclusions

A new recording geometry has been proposed to produce
holographic reflection gratings in photopolymers, devoted
to working as couplers in a see-through device. The inspec-
tion of the theoretical background has led us to a specific
configuration where prisms are not needed, thanks to the
ratio of the recording and the reconstruction wavelength
being different from unity.

The proper functioning of the designed gratings has
been proven and validated in the lab. The sensitivity for
the concrete geometry has been found to be around
15 mJ /em?, using Bayfol HX 200 as the photopolymer film,
for which the grating vector K has been experimentally ob-
tained using the Bragg wavelength for different angles
where only subtle differences have been found. Also, the
estimated values for the refractive index modulation and
the optical thickness of the material hinted the presence
of subsidiary gratings. As these geometries share the Bragg
condition partially with each other, the main purpose of the
hologram is not affected: we confirmed that the grating has
a near-normal incidence Bragg condition if reconstructed
with 4. = 473 nm and the corresponding diffracted beam
propagates under TIR in the glass substrate.

The presented evidence allows us to look forward to fur-
ther experimental investigation, either by using a different
photopolymer (like the HPDLC, with tuneable capacities
after the recording process [17]) or by studying the imaging
properties of the system when two complementary gratings
are placed in the same glass substrate, with both the in-cou-
pler and the out-coupler as a whole.
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Abstract. Industrial processes such as smelting and sintering require stable and precise temperature control of
furnaces. To achieve this, accurate temperature measurements are required. Pyrometry allows for contactless
measurement of bulk materials and is particularly suitable for high temperature applications. One of the main
influences on the accuracy of pyrometric measurements is the knowledge of the emissivity in the spectral
measurement range. To reduce this dependence, two-color pyrometers or multi-color pyrometers can be used.
With this in mind, the Institute of Space Systems (IRS) is further developing their existing pyrometer technol-
ogy by designing an advanced multi-channel pyrometer for bulk oven processes in a joint venture with Stange
Elektronik GmbH and New Generation Kilns Griin GmbH. The design approach is explained here and the
considered methods of achieving emissivity independent temperature measurements are examined.

Keywords: Pyrometry, Emissivity, Simulation, Multi-color pyrometry, Ceramics, Bulk oven process.

1 Introduction

Industrial bulk oven processes require stable and precise
temperature monitoring and control, and thus require
accurate temperature measurements. One such process is
the hardening of bulk ceramics, primarily kaolinite, in a
newly designed kiln, for which the advanced multi-channel
pyrometer shall be designed.

The Institute of Space Systems (IRS) at the University
of Stuttgart has extensive experience in the field of
pyrometry; particularly with the PYREX system which
flew onboard the European Space Agency (ESA) mission
EXPERT, which was designed to measure the heat flux
through a ceramic thermal protection system during atmo-
spheric entry by measuring its backside temperature. [1]

Further developing the IRS pyrometer technology, a
new advanced multi-channel pyrometer is designed. The
pyrometer shall measure temperatures of kaolinite, in a
range of 100-1750 °C where the measurement error shall
not exceed 2 K. The surface of the bulk material allows
the assumption of diffuse emission and reflection. Six
measurement channels shall be used. The measurement
frequency shall not be lower than 0.5 Hz. These require-
ments are reflected in the various design aspects.

Additionaly, the system shall conduct temperature
measurements independent of the emissivity of the bulk
material. The main target application of the designed

* Corresponding author: fritzscher@irs.uni-stuttgart.de

pyrometer is a closed oven system, where a blackbody
environment can be assumed because the ambiance is
isothermal [2]. Since the goal is to develop a versatile pro-
duct, a filter system and an algorithm for multi-color
pyrometry are part of the pyrometer design. The signal
path of each pyrometer channel consists of collimator
optics, an optical fiber, a combination of interference filters
and a photo diode. Of those components, the filters and
diodes have the largest impact on the resulting signal
strength and its wavelength dependence. It is decided that
the diodes are the same for all channels, while the filters can
be interchanged between channels. This interchangeability
enables two-color multi-color pyrometry approaches for
emissivity independent measurements.

2 Fundamentals

In the following sections, the physical principles used in
pyrometry are laid out.

2.1 Thermal radiation

All bodies with non-zero temperatures emit electromagnetic
radiation, according to the Stephan-Boltzmann law:

Q=0ceAT! (1)
Q is the radiated power over all wavelengths, ¢ is the

Stephan-Boltzmann constant, e is the emissivity of the
radiator, A is its surface and T its temperature [3].
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The radiated power is non-uniformly distributed over all
wavelengths. The spectral distribution of radiation density
is described by Planck’s radiation law,

. 2he? 1 M;

Li=ed) =5 Grmr—1= 7 (2)
where L; is the spectral radiance, M is the spectral radiant
exitance, h is Planck’s constant, c is the speed of light, 4 is
the wavelength and k is the Boltzmann constant [4].

In the context of pyrometry, Planck’s radiation law is
frequently simplified using the Wien approximation.

The Wien approximation is

2hc? 1

2
L,=c¢ ~ 82hc g hel KT

25 ehc/)va —1 /15 (3)

In other publications on multi-color pyrometry like [5-7], the
Wien approximation is used to make the emissivity indepen-
dent temperature determination possible by simplifying the
temperature dependence of the spectral radiance in Planck’s
radiation law. The approximation is feasible in the Wien
region < >> 1. Its error is less than 1% if AT < 2898 pmK
[8]- For the given temperatures, that means that the measur-
ing wavelengths would have to be between around 1.4 um
for the high end of the temperature range and 7.8 um for
the low end of the temperature range. Measurements must
be taken at high wave lengths though, around 5.0-8.0 pm,
as explained in Section 4.1. This means that for high temper-
atures in the specified measuring range, the Wien approxi-
mation would introduce large errors — up to around 41.1%
(see Fig. 1) — and thus cannot be used.

2.2 View factor

To measure the radiation emitted by a body, a detector of a
finite size must be used. The fraction of the radiation leav-
ing the source that is seen by the detector is indicated by
the view factor. The view factor between the radiation
source and a pyrometer diode that receives all the radiation
that is collected by a collimator is the view factor between
two disks on the same axis. It is

Fyy= @+ﬁ+@-¢ﬂ+ﬁ+@f-m@%

(4)
with R; = *, r;denoting the radii of the source surface (i = 1)
and receiving surface (¢ = 2) and a denoting the distance
between the two surfaces [9]. For a pyrometer with collima-
tor optics, 7 is the radius of the measuring point and r, is
the radius of the collimator aperture.

2R

2.3 Emissivity independent temperature determination

Single-color pyrometers offer highly accurate temperature
measurements in clean environments when the emissivity
of the investigated object at the measuring wavelength is
known. However, in industrial environments contaminants
on the surface and in the line of sight, varying surface
geometries and emissivities cause significant measurement
errors. In contrast, two-color and multi-color pyrometers
offer more robust and accurate measurements as the
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Figure 1. Relative error intruduced by using the Wien
approximation in equation (2).

measurement principle mitigates the influence of the stated
measurement errors.

2.3.1 Two-color pyrometry

Two-color pyrometers measure the radiation intensity in
two narrow wave bands. The ratio of the two signal
strengths is then a function of temperature and indepen-
dent of emissivity, assuming that the emissivity is equal
in both wavebands. Since this assumption generally does
not hold in practice, the accuracy of two-color pyrometers
is too low for the use case at hand [10].

2.3.2 Multi-color pyrometry

Multi-color pyrometers measure the radiation intensity
within four or more narrow wave bands. A least-squares
technique is used to solve for the unknown emissivity as well
as the surface temperature. For this to work, prior knowl-
edge on the functional dependence of the emissivity on
the wavelength is required. Typically, the spectral emissiv-
ity function is assumed to be continuous and single-valued
in the wavelength region in which the measurements are
taken. With these assumptions, the spectral function of
emissivity can be approximated using an exponential oper-
ating on a polynomial or a polynomial [7].

The obtained systems of equations can then be used
to determine the surface temperature as explained by
Neupane [7].

3 Simulation software

To save on protoyping costs and time that would arise from
testing many different combinations of optical components,
a simulation software for pyrometers is created at the begin-
ning of the design process. This software, “PyroSim’, is
implemented using the Python language and the Qt5 graph-
ical user interface library. The software simulates the whole
signal path seen in Figure 2. For given temperatures, the
software calculates the corresponding voltage signal.

3.1 Structure

A modular approach was chosen for the code. The simpli-
fied schematic of the PyroSim software structure is shown
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Figure 2. Optical signal path per channel.

in Figure 3. Modules for the optical and electrical compo-
nents as well as a radiation module and a geometry module
make up the data model. It is independent of the graphical
user interface (GUI). The GUI is connected to the data
model via a controller module, which is also connected to
a module for saving and loading pyrometer configurations
for improved user experience.

Within the data model, the different component types
are implemented as independent modules. All optical com-
ponent modules are supersets of a common base. This
makes it easy to add more component types if necessary.

Specific components of the implemented types are saved
as text files. Components can easily be added to the soft-
ware’s database by extracting the relevant information
from their respective data sheets.

3.2 Logic

The software simulates the signal path from the radia-
tion source to the photo diode as well as the electronic ampli-
fication of the photo current. The radiation source is
assumed to be a blackbody radiatior. The photocurrent is
calculated as

dr
= [ G )
with

dl
— =L, - Fy g Tsiber * Thilters * Tlens * Teollim - Lldiode- (6)

dl
L; denotes the thermal radiation emitted by the radiation
source, F,_; denotes the view factor between the source
and a diode. Tgy, is the transmissivity of an optical fiber

Tfiber — 1075(i)l. (7)

where 0 is the attenuation of the fiber and [ is its length,
Thlters 18 the transmissivity of a combination of optical
filters

Tfilters — H Tﬁlter,i~ (8)
i

Tiens aNd Teonim denote the transmissivities of any lenses in
the system and the collimator assembly, respectively.
Lastly, Rgioqe is the responsivity function of a given
photodiode.

4 Optical design

Based on the PyroSim simulation results, as well as optical
and physical considerations, the optical configuration was
determined. The design considerations for all components
seen in Figure 2 are discussed in the following sections.

Results
Lens glass
Filters

Results
Optical Fibre

InputsT Inputs

Save/Load
logic

Photo Diode

Figure 3. Simplified schematic of the software structure.

4.1 Photo diode

First, a photo diode capable of detecting weak infrared
signals was chosen. As is shown in Figure 4, the intensity
of a black body radiator at 100 °C is several orders of mag-
nitude lower than that of a black body radiator at 1750 °C,
even at the wavelength of maximum radiation intensity at
100 °C. Thus, the sensitive range of the diode is governed
by the intensity distribution of a black body at the lowest
temperature of the measuring range, 100 °C. A suitable
photo diode is the two-stage thermoelectrically cooled
Hamamatsu P12691-201G, which is an Indium Arsenide
Antimonide detector, as it has a high responsivity across
a large part of the relevant wavelength range (around
5.0-8.0 pum) [11]. Its spectral responsivity along with the
radiation intensity for a 100 °C blackbody can be seen in
Figure 5.

4.2 Optical fiber

The optical fiber needs to have a transmission range that
corresponds well to the detection range of the diode. Thus,
chalcogenide glass fibers as well as hollow core glass fibers
are possible. Since hollow core fibers are susceptible to high
bending losses, the IRF-Se-100R by IRflex is chosen [12].

4.3 Optical filters

Optical filters are used to enable a multi-color pyrometry
approach. The filters are mounted on a rotating revolver
so that each filter can be used for each channel (see
Section 5). To achieve the best possible accuracy of emissiv-
ity independent temperature determination, six different fil-
ters are used, as accuracy increases with the number of
wavelength channels [13]. More channels are not possible
as explained in Section 7.

The choice of filters is limited to the responsive range of
the diode, so roughly 5.0 pm to 8.0 pm. The oven contains
combustion products CO, CO, and H50O, of which only the
H50 absorbs thermal radiation in the relevant wavelength
range [14]. The filters are chosen to minimize the absorption
by water (see Fig. 6), which is only successful for the three
filters at higher wavelengths (Fig. 6). Other factors for the
filter choices were the availability and the total transmis-
sion of the filters. The chosen filters are listed in Table 1.
All filters are manufactured by Northumbria Optical
Coatings Ltd. [19].
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Figure 5. Radiation intensity distribution for the lower tem-
perature limit of the measuring range and diode sensitivity.

4.4 Water vapour

Even though the filters are chosen to minimize the influence
of water vapour absorption and emission, it cannot be
avoided completely.

Absoprtion occurs in the air flushed section of the path,
that is in the tube described in Section 5.2. It must be taken
into account by incorporating the transmission spectrum of
water vapour, at the temperature and concentration of the
surrounding air, into the signal chain computation, using
HITEMP[14] and RADIS [15-18].

Emission occurs in the oven between the tube and the
bulk material. In this area, the oven is heated by burning
natural gas, which burns at 1937 °C (adiabatic flame
temperature) [20]. This flame temperature is assumed to
be constant, so the emission spectrum can be calculated
and subtracted from the signal before further processing,
using HITEMP [14] and RADIS [15-18]. These assump-
tions regarding water vapour absorption, emission, and
constant flame temperature must be validated through
comprehensive test measurements to ensure the accuracy
of the signal processing approach.

using RADIS [15-18].

Table 1. Filter selection for the 6-color-pyrometry.

Filter CWL [nm| FWHM [nm| tpear []
SNB-5399-000686 5399 228 0.7785
SNB-5597-000429 5597 68 0.8221
SNB-6103-000404 6103 67 0.8451
SNB-6291-001602 6291 115 0.9177
SNB-7397-001521 7397 143 0.8797
SNB-7781-001795 7781 262 0.7997

5 Mechanical design

Mechanically, the pyrometer system has two special
features: a filter revolver and sensor heads that are decou-
pled from the base unit. The general mechanical layout
can be seen in Figure 7.

5.1 Filter revolver

The filter revolver is a disk inside the base unit which holds
one filter for each of the six measurement channels. The
disk is connected to a stepper motor so that the narrow
band filters can be interchanged between the six channels.
This means that each measurement channel can be used
as a six-color pyrometer. Since the required measurement
frequency is very low, positioning time is not critical; the
six positions can be switched through in less than 0.5 s.

5.2 Sensor heads

The sensor heads consist of a collimator which focusses light
into an optical fiber which is connected to the base unit.
This ensures that the base unit is far away from the heat
source. Furthermore, it allows for high flexibility in terms
of sensor placement. The sensor heads are placed on special
viewports in the oven walls wherever temperature measure-
ments are required. These ports consist of a tube that leads
through the insulating layers (see Fig. 8), which is threaded
outside the oven so that the sensor heads can be screwed on.
The tube, whose dimensions are yet to be determined, limits
the size of the measuring area. The measuring area
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Figure 7. Schematic of the pyrometer system design.

T

Figure 8. Conceptual drawing of the sensor head placement in
the oven wall with the cone of vision of the sensor head in red.

otherwise depends on the collimator’s beam divergence.
Since spacial accuracy is not a requirement, no further mea-
sures to limit the measuring area were taken. Between the
tube and the sensor head, there are ports for air flushing,
minimizing the heating of the sensor heads and preventing
dust buildup on optical components.

6 Electronic design

The electronic design is required to provide data aquisition
and stepper motor control as well as data processing. For
these tasks, Stange Elektronik GmbH has designed four
printed circuit boards inside the base unit: A sensor board,
a sensor acquisition board, a micro controller board and a
power supply board (see Fig. 7). The sensor board houses
the photo diodes. On the sensor acquisition board, the
photo current of the diodes is converted into a voltage using
transimpedant amplifiers. Depending on the photo current,
different amplification circuits can be selected for each
channel using relays. The micro controller board houses
an ATSAMDS51IN19A-AU micro controller. The controller
controls the stepper motor and calculates the target tem-
perature from the measurement voltages for each channel.
Lastly, the power supply boards provides power to all other
boards as well as the stepper motor.

7 Emissivity independent temperature

determination

Emissivity independent temperature determination can be
achieved using multi-color pyrometry approaches, as

explained in Section 2.3. These approaches are made possi-
ble via the optical, mechanical and electronic design
discussed so far.

The requirements and prior design decisions lead to a
six-color approach: More wave bands tend to produce more
accurate temperature measurements as seen in [13], but
several limitations lead to just six channels being feasible.
Firstly, the requirements state that the six measurement
channels of the pyrometer shall measure simultaneously.
This means that, given the mechanical design and the filter
revolver assembly, the number of wave bands must be a
multiple of the number of measurement channels. For
12 or more wave bands, it is not possible, with the available
sources for narrow band pass filters, to find a filter configu-
ration without substantial overlap between the channels.

7.1 Application on ceramics

The emissivity of ceramics is dependent on the temperature
of the surface and the wavelength at which the radiation is
measured [21]. Here, the temperature dependence can be
ignored, as the temperature is assumed to be constant
during a multi-color measurement cycle, since the observed
bulk oven processes are slow moving. Thus, only the wave-
length dependence has to be considered.

7.2 Method

There are multiple methods of determining the temperature
from the radiation intensity measurements in the different
wavelength bands. The relevant methods are linear least-
squares fitting and a non-linear least-squares fitting as
described by Neupane et al. [7]. Here, the output signals
(voltages) from the six wave bands are used to determine
the photocurrent of the diode. From those photocurrents,
the spectral radiance at the center wavelength of each chan-
nel is obtained from equation (6). Since the Wien approxi-
mation is not applicable, a nonlinear least squares approach
has to be taken to obtain the measured temperature: the
linear least-squares method as described by Neupane
et al. [7] requires the simplifications that the Wien approx-
imation makes possible. The objective function to optimize
for is

6
XQ = Z (L/l],meas - Li],guess)Qa (9)

J=1

where /; is the center wavelength of each wave band,
L) meas is the spectral radiance derived from the measure-
ments and L) gess is the guessed spectral radiance. L) meas
is obtained from the measurement voltage using

Umeas

’
/ Y Rmeas F s—d Tfiber Tfilters Tlens Tcollim Rdiode

(10)

Lij Jmeas —

where U,eas is the voltage signal and R, . is the measur-
ing resistance. This calculation is error prone due to
uncertainties in the view factor, as the distance between
the sensor head and the measured object changes during
the oven process. Since this error is not wavelength depen-
dent though, it only scales the emissivities that the

100
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method described here yields, but doe not change the
temperature.

L) guess 1s obtained using equation (2) with a third
degree polynomial, with four coefficients ag—as describing
the spectral emissivity distribution. The least squares
minimization was accomplished using the Nelder-Mead
algorithm as implemented in the Imfit Python library
[22], and imposing bounds of 0.8 < & < 1, which are taken
from the known emissivity values of kaolinite [23]. The
parameters for the optimization are the four coefficients of
the emissivity polynomial as well as the measured tempera-
ture. More information on this method of temperature
determination can be found in [7].

7.2.1 Problems

The method described above can be used for temperature
(and emissivity) determination with better accuracy than
simply assuming black body radiation in a closed, potentially
isothermal environment. When simulated input values
calculated with the emissivity distribution of kaolinite [23]
are used, which represents a best case scenario neglecting
noise and other error sources, several problems for the imple-
mentation in the final product present themselves. First, this
simulated best case accuracy is still too high for the require-
ment of 2 K| in fact, absolute error values go up to 90 K. As
seen in Figure 9, the higher the temperature gets, the more
the estimated temperature oscillates. Algorithms other than
Nelder-Mead oscillate a lot less, but their error is consider-
ably higher. The emissivity estimations produced by the
Nelder-Mead algorithm (see Fig. 10) are almost perfectly
straight, first order polynomials, even though the parame-
ters of the least squares minimization allow for third order
polynomials. More investigation to obtain better fits is
necessary here. Secondly, the narrow wave band filters are
not sufficiently narrow to assume monochromaticity, a
multi-band pyrometry approach must be chosen (where
Lipeas and Lgyess in equation (9) are substituted by

/ L, T)d2
2

4
7

(11)

[24]). With this approach, no least-squares fit that is
better than assuming a constant emissivity of unity could
be achieved. Further investigation is necessary to improve
the accuracy using the multi-band approach.

Lastly, the computing time of the temperture determi-
nation algorithm is high, taking a few seconds per temper-
ature determination on consumer hardware, which is
obviously not acceptable given the desired measuring fre-
quency of 0.5 Hz. Expected performance on the microcon-
troller in the finished product would be much worse.

8 System test and calibration

The pyrometer system has to be tested during the design
process, and calibrated before it can be used for temperature
determination. For both tasks, the same test setup is used.
It consists of a radiation source, a reference thermometer
and the pyrometer prototype.
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Figure 9. Temperature estimation error.
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8.1 Radiation source

The radiation source is a cavity radiator that was built at
the IRS. It approximates a black body radiator with an
effective emissivity egp > 0.99 [2]. It can operate at temper-
atures up to 2400 °C. Below around 700 °C, the tempera-
ture of the radiation source can not be kept stable by the
control system.

8.2 Reference thermometer

The reference thermometer is a linear pyrometer, LP3,
developed by KE Technology GmbH. In the range between
950 °C and 2400 °C, the measurement error is, for a 95%
confidence interval, 2.1 K as per the last calibration in
2023.

8.3 Validation of the simulation software

For testing and validation of the simulation software, the
radiator is set to six different temperatures within the mea-
suring range of both the LP3 and the prototype pyrometer.
An early prototype, using an FD1000W photodiode [25], a
Thorlabs RC08SMA-P01 collimator [26], a Thorlabs
FG200LCC fiber [27], a 6 mm thick barium flouride lens
and no filters was tested and compared against simulation
results obtained with the PyroSim software.
Measurements were recorded using a LeCroy Wave
Surfer 434 oscilloscope [28]. The comparison shows a good
agreement between the simulated and measured data (see
Fig. 11). The maximum relative error of this dataset is
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Figure 11. Temperature-signal-relation comparison between
experiment and simulation.

19.3%, its average relative error is 9.69%. Error sources are
the uncertainty of the reference pyrometer, the uncertainty
of the oscilloscope and diode degradation. It is worth noting
that, due to the instability of the radiator temperature
below 700 °C as well as the responsivity of the prototype’s
diode in shorter wavelengths, no relevant measurements
were obtained in the range of 100-700 °C. A new testbed
and prototype will be created in the future to validate the
simulation software throughout the whole measuring range
of the pyrometer system.

9 Conclusion

A pyrometer system is designed as a versatile measuring
instrument for the temperature control of industrial bulk
oven processes. It features six channels with sensor heads
that are decoupled from the base unit which houses the
photodiodes. In the design process, a simulation tool is cre-
ated which can be used for spectral sensitivity studies with
different optical components. The expansion of the instru-
ments capabilities to include emissivity independent tem-
perature determination is examined by investigating
multi-color pyrometry with regard to the application on
ceramics. The requirements on the pyrometer system can
not be fulfilled, as the algorithm for the emissivity indepen-
dent temperature determination is still inaccurate. Further
optimization of the fitting algorithm is necessary in the
future in order to minimize the measurement error.
Additionally, the accuracy must be verified in a controlled
laboratory environment and tested in the industrial envi-
ronment of the planned use case.
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around Europe. Our members extend from Europe to all over the world.
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related fields. We strive to advance research, facilitate its practical applications, and promote the industrial potential of
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Germany, the Netherlands, Italy, and Portugal.


https://www.europeanoptics.org/pages/members/join-us/benefits.html

cUSAL

EOSAM 2024 TOPICAL ISSUE: PUBLISH AN EXTENDED PAPER

EOSAM 2024 took place in Naples, Italy, on 913 September 2024.

Participants can still submit extended articles based on their conference presentations to the EOSAM 2024 Topical Issue
of the Journal of the European Optical Society-Rapid Publications (JEOS-RP).

The submission deadline is January 31, 2025.

24 - 28 August 2025
Delft, The Netherlands

European Optical Society Annual Meeting

EOSAM 2025: ABSTRACT SUBMISSION IS OPEN

Abstract submission for EOSAM 2025 is officially open! See the wide range of topics to submit to, and be part of
Europe’s major optics and photonics gathering. Submissions are accepted for oral and poster presentations, for all
topics.



https://www.europeanoptics.org/pages/jeosrp/scientific-papers/topical-issues-conference/eosam-2024.html
https://www.europeanoptics.org/events/eos/eosam2025.html

Why Publish in JEOS-RP?

« Rigorous peer review
o Strict ethical policies following the COPE code of conduct
(read more)

o Rapid publication: median time from submission to first
publication = 73 days (calculated over 2023)

o Impact factor: 1.9

o Very fair publication fees with no page charges and further
discounts for EOS members

o Open-access Creative Commons licence (CC BY)

o Author services: performant search engine, article metrics,
bookmarking, online submission, and peer review portal...

o Reader services: free e-mail alerts and RSS Feeds, CrossRef®,
and DOI

o Large visibili

indexation in

Editor-in-Chief: Silvia Soria The official journal of

Co-editors: Riad Haidar, Gerd Leuchs, Sergei Turitsyn S Eurm



https://www.sustainable-buildings-journal.org/about-the-journal/ethical-standards




	Topical Issue (209.903 x 276.931 mm) (6)
	Binder1new
	Analysis of the recording of Fibonacci
	Introduction
	Theory
	Theoretical Diffusion Model
	Fibonacci Lenses

	Experimental Setup
	Photopolymeric solution
	Set-up used for recording FL

	Results and discussion
	Comparison between experimental and numerical results
	Influence of the parameter  \boldgamma Lg
	Influence of the diffusivity parameter {{\bi{D}}}_{{\bi{m}}}Lg
	Influence of the coverplate

	Conclusions
	Funding
	Conflicts of interest
	Data availability statement
	Author contribution statement
	References
	</article-id><article-id pub-id-type=

	Temperature dependence of LiTaO3
	Introduction
	Experimental procedure and method
	Results and discussions
	Conclusion
	Funding
	Conflicts of interest
	Data availability statement
	Author contribution statement
	References

	Bispectral optical cavity based on twin metamirrors
	Introduction
	Setting fixed parameters
	Navigating the design space
	Electric field distribution within the metaatoms
	Conclusion
	Acknowledgments
	Funding
	Conflict of interest
	Data Availability Statement
	Author Contribution Statement
	References

	Mueller matrix
	Introduction
	Description of the imaging polarimeter
	Calibration procedure
	Calibration of the LCR devices
	Calibration of the PSG
	Calibration of the PSA

	Mueller matrix imaging
	Conclusion
	Funding
	Conflicts of Interest
	Data availability statement
	Author contribution statement
	References
	Appendix
	Evaluation of the micro-polarizers limited extinction ratio


	Parallel illumination for depletion
	Introduction
	Acousto-optic deflectors (AODs) for parallel illumination
	Experimental setup
	Weighted subtraction microscopy approach
	Results
	Conclusions
	Acknowledgments
	Funding
	Conflicts of interest
	Data availability statement
	Author contribution statement
	References

	Digital holographic microscopy applied to 3D computer
	Introduction
	Theoretical background and context
	Deep neural networks
	Digital holographic microscopy and computer micro-vision for micro-robotics

	Positioning models (X, Y and Z)
	Methodology
	Results
	Conclusions
	Funding
	Conflicts of interest
	Data availability statement
	Author contribution statement
	References

	lJ-level normal-dispersion
	Introduction
	Experimental set-up
	Numerical simulations
	Numerical FOPCPO model
	Numerical results

	Experimental results
	Outline and prospects
	Funding
	Conflicts of Interest
	Data availability statement
	Author contribution statement
	References

	Towards 2-lm comb light source based on mult
	Introduction
	Experimental setup
	Experimental results at 1.55mum
	Experimental results at 2\boldrmum
	Conclusion
	Funding
	Conflicts of interest
	Data availability statement
	Author contribution statement
	References

	Design of an optical system equipped with blue LEDs for
	Introduction
	Materials and methods
	Light source
	Circuit assembly
	Temperature control
	Real-time lighting control system
	Illuminance
	Fly strains and maintenance
	Data analysis

	Design and construction of optical assembly
	Characterization of optical system
	Biological assay
	Discussion
	Conclusion
	Funding
	Conflicts of interest
	Data availability statement
	Author contribution statement
	References

	Optical measurement instrument for detection of powdery
	Introduction
	Optical imaging of spores
	Microscope measurement systems
	Optical resolution
	Focusing precision

	Image processing
	Preprocessing
	Model development

	Experimental results
	Discussion
	Conclusions
	Funding
	Conflicts of interest
	Data availability statement
	Author contribution statement
	References

	The role of absorption mechanism
	Introduction
	Experimental
	Results and discussion
	Overview
	Results for lambda=1030nm
	Results for lambda=515 and 343nm

	Conclusions
	Supplementary material
	Funding
	Conflicts of interest
	Data availability statement
	Author contribution statement
	References

	Manufacturing reflection holographic couplers
	Introduction
	Design and theoretical background
	Experimental methods
	Holographic recording setup
	Characterization of the gratings

	Results and discussion
	Exposure conditions
	Angular and spectral selectivity of the gratings
	Experimental validation

	Conclusions
	Funding
	Conflicts of interest
	Data availability statement
	Author contribution statement
	References

	Design approach for an advanced multi-channel
	Introduction
	Fundamentals
	Thermal radiation
	View factor
	Emissivity independent temperature determination
	2.3.1 Two-color pyrometry
	2.3.2 Multi-color pyrometry


	Simulation software
	Structure
	Logic

	Optical design
	Photo diode
	Optical fiber
	Optical filters
	Water vapour

	Mechanical design
	Filter revolver
	Sensor heads

	Electronic design
	Emissivity independent temperature determination
	Application on ceramics
	Method
	7.2.1 Problems


	System test and calibration
	Radiation source
	Reference thermometer
	Validation of the simulation software

	Conclusion
	Acknowledgments
	Funding
	Conflicts of interest
	Data availability statement
	Author contribution statement
	References


	Topical Issue (209.903 x 276.931 mm) (7)



